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## CHAPTER 1

## Preliminaries

### 1.1 Delay Differential Equations in Mathematical Biology

The use of ordinary and partial differential equations to model biological systems has a long history, dating to Malthus, Verhulst, Lotka and Volterra. As these models are used in an attempt to better our understanding of more and more complicated phenomena, it is becoming clear that the simplest models cannot capture the rich variety of dynamics observed in natural systems. There are many possible approaches to dealing with these complexities. On one hand, one can construct larger systems of ordinary or partial differential equations, i.e., systems with more differential equations. These systems can be quite good at approximating observed behavior, but they suffer from the downfall of containing many parameters, often signifying quantities which cannot be determined experimentally. Furthermore, obtaining an intuitive sense of which components are most important in determining a behavior regime can be quite difficult.

Another approach which is gaining prominence is the inclusion of time delay terms in the differential equations. The delays or lags can represent gestation times, incubation periods, transport delays, or can simply lump complicated biological processes together, accounting only for the time required for these processes to occur. Such
models have the advantage of combining a simple, intuitive derivation with a wide variety of possible behavior regimes for a single system. On the negative side, these models hide much of the detailed workings of complex biological systems, and it is sometimes precisely these details which are of interest. Delay models are becoming more common, appearing in many branches of biological modelling. They have been used for describing several aspects of infectious disease dynamics: primary infection [10], drug therapy [38] and immune response [11], to name a few. Delays have also appeared in the study of chemostat models [56], circadian rhythms [47], epidemiology [12], the respiratory system [51], tumor growth [52] and neural networks [7].

Statistical analysis of ecological data ([49], [50]) has shown that there is evidence of delay effects in the population dynamics of many species.

### 1.2 Basic Properties of Delay Differential Equations

While similar in appearance to ordinary differential equations, delay differential equations have several features which make their analysis more complicated. Let us examine an example of the form

$$
\begin{equation*}
\dot{x}(t)=f(x(t), x(t-\tau)) \tag{1.1}
\end{equation*}
$$

To begin with, an initial value problem requires more information than an analogous problem for a system without delays. For an ordinary differential system, a unique solution is determined by an initial point in Euclidean space at an initial time $t_{0}$. For a delay differential system, one requires information on the entire interval $\left[t_{0}-\tau, t_{0}\right]$. Clearly, to know the rate of change at $t_{0}$, one needs $x\left(t_{0}\right)$ and $x\left(t_{0}-\tau\right)$, and for $\dot{x}\left(t_{0}+\varepsilon\right)$, one needs to know $x\left(t_{0}+\varepsilon\right)$ and $x\left(t_{0}+\varepsilon-\tau\right)$. So, in order of the initial value problem to make sense, one needs to give an initial function or initial history,
the value of $x(t)$ for the interval $[-\tau, 0]$. Each such initial function determines a unique solution to the delay differential equation. If we require that initial functions be continuous, then the space of solutions has the same dimensionality as $\mathcal{C}\left(\left[t_{0}-\right.\right.$ $\left.\left.\tau, t_{0}\right], \mathbb{R}\right)$. In other words, it is infinite dimensional.

This infinite dimensional nature of delay differential equations is apparent in the study of linear systems. Just as for ordinary differential equations, one seeks exponential solutions, and computes a characteristic equation. Rather than a polynomial equation, one arrives at a transcendental equation of the form

$$
P_{0}(\lambda)+P_{1}(\lambda) e^{-\lambda \tau}=0,
$$

where $P_{0}$ and $P_{1}$ are polynomial in $\lambda$. Generally, this equation has infinitely many solutions, corresponding to an infinite family of independent solutions to the linear differential equation [17]. The linear stability analysis is thus more difficult for these differential equations. Although standard methods for determining the location of roots of a polynomial (the Routh-Hurwitz criteria, see [16]) are not applicable here, there are methods available (see the next section and Chapter 2).

While as a general rule, the behavior of delay differential equations is "worse" than that of ordinary differential equations, this is not always the case. An excellent example is provided in [6]. It is well known that the solutions to $\dot{x}(t)=x(t)^{2}$ diverge to infinity in finite time. Solutions to the delay differential equation $\dot{x}(t)=x(t-\tau(t))^{2}$, however, are continuable for all time if $\tau(t)$ is positive for all $t$. In the case of a constant delay, the type with which we will be mostly concerned, this can be seen by the method of steps, that is, direct integration over intervals of length $\tau$.

### 1.3 Linear Delay Differential Equations with Constant Delays and Coefficients

Next we explore the relationship between the location of the roots of the characteristic equation and the behavior of solutions of the linear system. In particular, we will see that equivalence between the stability of the zero solution and the location of all characteristic roots in the right half-plane holds for delay differential equations, just as for ordinary differential equations.

Consider a first order delay differential equation

$$
\begin{equation*}
\dot{x}(t)=\sum_{i=1}^{m} A_{i} x\left(t-\tau_{i}\right) \tag{1.2}
\end{equation*}
$$

where $A_{i}$ is a constant $n \times n$ matrix for all $i$, and $0 \leq \tau_{i} \leq \tau$ for all $i$ and some fixed $\tau$. As usual, any higher order linear system is equivalent to this by adding dummy variables. The characteristic equation of this system is

$$
\begin{equation*}
\operatorname{det}\left(\lambda I-\sum_{i=1}^{m} A_{j} e^{-\lambda \tau_{i}}\right)=0 \tag{1.3}
\end{equation*}
$$

We have the following two theorems, which can be found in [15].

Theorem 1.1. Given any real number $\rho$, the characteristic equation (1.3) has at most a finite number of roots $\lambda$ such that $\operatorname{Re}(\lambda) \geq \rho$.

Essentially, the preceding theorem says that "most" of the roots of the equation (1.3) have negative real part. Furthermore, the roots cannot accumulate except about $\operatorname{Re}(\lambda)=-\infty$. In much of our future analysis, we will be interested in the space $\mathcal{C}([-r, 0], \mathbb{R})$, representing all initial functions. When endowed with the norm

$$
\|\phi\|=\sup _{t \in[-r, 0]} \phi(t)
$$

this is a Banach space.

Theorem 1.2. If $\operatorname{Re}(\lambda)<\rho$ for every solution of the characteristic equation (1.3), then there exists a constant $M>0$ such that, for each $\phi \in \mathcal{C}\left(\left[t_{0}-r, t_{0}\right], \mathbb{R}\right)$, the solution to (1.2) satisfies

$$
\|y(t ; \phi)\| \leq M\|\phi\| e^{\rho\left(t-t_{0}\right)}
$$

So the behavior of linear delay differential equations is given an upper bound by the location of the eigenvalue with the largest real part. By combining these two results, we arrive at the following result, which forms the foundation of our linear stability analysis.

Corollary 1.3. If $\operatorname{Re}(\lambda)<0$ for every solution of the characteristic equation (1.3), then there exist constants $M, \gamma>0$ such that, for each $\phi \in \mathcal{C}\left(\left[t_{0}-r, t_{0}\right], \mathbb{R}\right)$, the solution to (1.2) satisfies

$$
\|y(t ; \phi)\| \leq M\|\phi\| e^{-\gamma\left(t-t_{0}\right)}
$$

In other words, if all of the eigenvalues have negative real part, then solutions to the linear delay differential equation decay exponentially to 0 , exactly as is the case for ordinary differential equations.

### 1.4 The differential equation $\dot{z}(t)=a z(t-\tau)-b z(t)$

We will often encounter the linear delay differential equation $\dot{z}(t)=a z(t-\tau)-b z(t)$ when studying more complex equations. It is therefore useful to establish some of its basic properties at the outset.

Lemma 1.4. If $|a|<b$, then all solutions of the differential equation $\dot{z}(t)=a z(t-$ $\tau)-b z(t)$ approach 0 as $t \rightarrow \infty$.

Proof. Assuming a solution of the form $e^{\lambda t}$, we arrive at the characteristic equation for this equation,

$$
\begin{equation*}
\lambda=a e^{-\lambda \tau}-b \tag{1.4}
\end{equation*}
$$

We begin by showing that the real part of any solution to this differential equation is negative. Let $\lambda=\mu+i \sigma$. Then we have

$$
\begin{aligned}
\mu+i \sigma & =a e^{-\mu \tau} e^{-i \sigma \tau}-b \\
& =a e^{-\mu \tau}(\cos (\sigma \tau)-i \sin (\sigma \tau))-b .
\end{aligned}
$$

Looking at the real part of this equation, we get

$$
\begin{equation*}
\mu+b=a e^{-\mu \tau} \cos (\sigma \tau) \tag{1.5}
\end{equation*}
$$

If $\mu \geq 0$, then we get

$$
b \leq \mu+b=a e^{-\mu \tau} \cos (\sigma \tau) \leq a e^{-\mu \tau} \leq a,
$$

contradicting the assumption that $|a|<b$.
So all of the roots of this differential equation have negative real part. It is a simple application of Corollary 1.3 to see that then all solutions have a bound of the form

$$
|z(t)| \leq M e^{-\gamma t}
$$

Thus, we see that solutions must approach 0 as $t \rightarrow \infty$.

When the coefficients $a$ and $b$ are equal, solutions need not approach 0 , but we can show that they do indeed approach some positive limit determined by the initial history $\phi$. The proof of this lemma relies on the method of the Laplace transform. An excellent description of this theory in application to linear delay differential equations can be found in the textbook by Bellman and Cooke [2].

### 1.5 A Comparison Lemma

We will also be interested in a differential equation of the form

$$
\dot{y}(t)=p(t) y(t-\tau)-d y(t)
$$

where $p(t) \leq d, d>0$. In practice, $p(t)$ will represent the nonlinearities of the model equation. To better understand the behavior of this system, we will try to compare its dynamics with those of the system

$$
\dot{z}(t)=d z(t-\tau)-d z(t)
$$

We begin with the following lemma.

Lemma 1.5. If $y$ and $z$ are defined as above, and $y(t)=z(t) \geq 0$ for $t \in[a, a+\tau]$ for some $a$, then $y(t) \leq z(t), \forall t$.

Proof. We define new variables $y_{1}(t)=e^{d t} y(t)$ and $z_{1}(t)=e^{d t} z(t)$. Then a simple calculation shows that

$$
\begin{aligned}
& \dot{y}_{1}(t)=p(t) e^{d \tau} y_{1}(t-\tau) \\
& \dot{z}_{1}(t)=d e^{d \tau} z_{1}(t-\tau) .
\end{aligned}
$$

Also, for nonnegative initial data, $y_{1}(t)$ and $z_{1}(t)$ are nonnegative and nondecreasing for $t \geq a$. Now we examine the difference $w_{1}(t)=z_{1}(t)-y_{1}(t)$. This quantity is governed by the differential equation

$$
\begin{aligned}
\dot{w}_{1}(t) & =d e^{d \tau} z_{1}(t-\tau)-p(t) e^{d \tau} y_{1}(t-\tau) \\
& \geq e^{d \tau}\left(d z_{1}(t-\tau)-d y_{1}(t-\tau)\right) \\
& =d e^{d \tau} w_{1}(t-\tau)
\end{aligned}
$$

Suppose that $w_{1}(t) \geq 0$ for $t \in[a, T], T \geq a+\tau$, then the inequality above means that $w_{1}(t)$ is nondecreasing for $t \in[T, T+\tau]$, and therefore $w_{1}(t) \geq 0$ on $[-\tau, T+\tau]$.

Now begin with the fact that $w_{1}(t)=0$ for $t \in[a, a+\tau]$, and repeating the above argument shows that $w_{1}(t) \geq 0$ for $t \geq a$. It then follows immediately that $z(t) \geq y(t)$ for $t \geq a$.

### 1.6 Local Stability for Delay Differential Equations

For ordinary differential equations, the local stability of a steady state depends on the location of roots of the characteristic function, which is polynomial in form. The steady state is stable if and only if all of the roots have negative real part. The wellknown Routh-Hurwitz criteria give precise conditions for this to occur for arbitrary polynomials. For delay differential equations, local stability is also determined by the location of the characteristic function, but in this case, this function takes the form of a so-called quasipolynomial, which is transcendental. Thus, there are infinitely many roots. Furthermore, the Routh-Hurwitz criteria are not applicable. Many approaches have been taken to determine the stability of steady states delay equations. Below, I present a brief survey of these methods, before moving to develop a new method available for certain delay systems.

### 1.6.1 The Pontriagin Criteria

When the delays in a system are commensurate, meaning that all are integer multiples of some fixed quantity, the characteristic function can be written in the form

$$
\begin{equation*}
D_{1}(z)=\sum_{\ell=0}^{m} \sum_{j=1}^{r} a_{\ell j} z^{\ell} e^{z j} \tag{1.6}
\end{equation*}
$$

and if we set $z=i \sigma$, we can break this into real and imaginary parts as

$$
D_{1}(i \sigma)=g(\sigma)+i f(\sigma) .
$$

Pontriagin proved the following in [43], and a simplified proof can be found in [44].

Theorem 1.6. If the roots of (1.6) all have negative real part, then all of the zeros of $f$ and $g$ are real, simple, and alternating, and

$$
\dot{g}(\sigma) f(\sigma)-g(\sigma) \dot{f}(\sigma)>0, \quad \forall \sigma \in \mathbb{R}
$$

Furthermore, either of the following conditions is sufficient for stability.

1. All zeros of $f$ and $g$ are real, alternating and simple, and the inequality above is fulfilled for at least one $\sigma$.
2. All zeros of $g(o r f)$ are real and simple, and for each zero, the inequality is satisfied.

In practicality, these criteria suffer from several drawbacks. In the case of multiple delays, Theorem 1.6 holds only when the delays are commensurate, i.e., when they are rational multiples of some common factor. In general, multiple delay systems are not equivalent to systems with commensurate delays. Even when there is only one delay, it is very difficult to determine the relationship between roots of the functions $f$ and $g$, and the theorem provides no method for determining whether its hypotheses are satisfied or not.

### 1.6.2 Chebotarev's Theorem

Another approach has been to try to generalize the Routh-Hurwitz criteria directly [8]. To this end, we can take an expansion of the characteristic function as an infinite
series,

$$
D_{1}(z)=a_{0}+a_{1} z+a_{2} z^{2}+\cdots .
$$

Then we can again write $D_{1}(i \sigma)=u(\sigma)+i v(\sigma)$, and we will have

$$
\begin{aligned}
& u(\sigma)=a_{0}-a_{2} \sigma^{2}+a_{4} \sigma^{4}-+\cdots \\
& v(\sigma)=a_{1}-a_{3} \sigma^{3}+a_{5} \sigma^{5}-+\cdot
\end{aligned}
$$

Then we can define determinants, as in the Routh-Hurwitz criteria,

$$
\begin{aligned}
Q_{1} & =a_{1} \\
Q_{2} & =\left|\begin{array}{cc}
a_{1} & a_{3} \\
a_{0} & a_{2}
\end{array}\right| \\
& \vdots \\
Q_{m} & =\left|\begin{array}{ccccc}
a_{1} & a_{3} & a_{5} & \cdots & a_{2 m-1} \\
a_{0} & a_{2} & a_{4} & \cdots & a_{2 m-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & a_{m}
\end{array}\right| .
\end{aligned}
$$

We then have the following theorem.

Theorem 1.7. Assume that $u(z)$ and $v(z)$ have no common zeros. Then the quasipolynomial $D_{1}$ is stable if and only if $Q_{m}>0$ for all $m \in \mathbb{N}_{0}$.

While similar in form to the Routh-Hurwitz criteria, this result is nearly impossible to apply, due to the infinite number of inequalities which must be verified.

### 1.6.3 Domain Subdivision

The method of domain subdivision or D-subdivision, uses some basic facts about the behavior of the roots of characteristic functions as a parameter changes to divide
parameter space into regions in which the number of roots with positive real parts is constant. The location of the roots depends continuously on the parameters of the model, and, as the parameters change, a new root can emerge in the right half-plane only if there is a set of parameters for which a purely imaginary root exists.

One may now subdivide the parameter space (domain) by hypersurfaces consisting of parameter regimes for which one or more purely imaginary roots exist. In the regions bounded by these hypersurfaces, the number of roots with positive real part is constant. Of course, the regions in which the number is zero and their complements are of most interest. This method is particularly easy to visualize when the system in question depends on two parameters, so that the domain is $\mathbb{R}^{2}$ and the hypersurfaces are curves.

### 1.6.4 Frequency Methods

A class of stability methods making use of the argument principle and a frequency response curve are particularly popular in control theory applications. The first of these is the Michailov criterion. If we consider an $n$-th order system with characteristic function $\Delta(z)$, then we have the following theorem.

Theorem 1.8 (Michailov Criterion). A steady state with characteristic function $\Delta$ is asymptotically stable if and only if

$$
\left.\arg \Delta(i \sigma)\right|_{\sigma=0} ^{\sigma=\infty}=\frac{n \pi}{2}
$$

Unfortunately the graphical form of the curve $\Delta(i \sigma)$ in the complex plane is difficult to determine when a delay is included, especially when the length of the delay is varied.

A closely related criterion was developed by Nyquist. To begin with, one obtains the transfer function $W(s)$ from the Laplace transform of the linearized system, and
one then defines the frequency response to be $W(i \sigma)$.

Theorem 1.9 (Nyquist Criterion). Suppose the open loop system is stable. Then the closed loop system is stable if and only if the frequency response of the open loop system does not enclose -1 .

The complexity of the graphical form of the frequency response again makes the direct application of this criterion difficult. A variation on these themes can make the criteria easier to check, for example, with a computer computation, rather than graphical analysis. We begin by writing $\Delta(i \sigma)=U(\sigma)+i V(\sigma)$ and defining

$$
R(\sigma)=\frac{U(\sigma) V^{\prime}(\sigma)-U^{\prime}(\sigma) V(\sigma)}{U^{2}(\sigma)+V^{2}(\sigma)}
$$

Theorem 1.10. A steady state with characteristic function $\Delta$ and order $n$ is asymptotically stable if and only if

$$
\int_{0}^{\infty} R(\sigma) d \sigma=\frac{n \pi}{2}
$$

### 1.6.5 The Tsypkin Criterion

Finally we arrive at the method for analyzing linear stability which is most closely associated with the techniques we will develop in the next chapter. This criterion will provide necessary and sufficient conditions for the roots of the characteristic equation to remain in the left half plane for all lengths of delay. We look again at the transfer function, which, for a system with a single delay, $\tau$, has the form

$$
\begin{equation*}
\frac{R(s)}{Q(s)} e^{s \tau}, \tag{1.7}
\end{equation*}
$$

where $R$ and $Q$ are polynomials of degrees $n-1$ and $n$ respectively. We then have

Theorem 1.11 (Tsypkin Criterion). Let $Q$ be a stable polynomial, then the characteristic function $\Delta$ is stable for all delays $\tau$ if and only if

$$
|Q(i \sigma)|>|R(i \sigma)|
$$

for all $\sigma \in \mathbb{R}$.

In Chapter 2, we will arrive at the same result by a different route on our way to finding more explicit conditions for the persistence of stability for all delays.

There is also a generalization of this criterion, due to El'sgol'ts [17], to the case of multiple delays $\tau_{i}, i=1, \ldots, m$. In this case, the numerator of the transfer function (1.7) has the form

$$
\sum_{i=1}^{m} R_{i}(s) e^{-s \tau_{i}}
$$

A necessary and sufficient condition for stability in this case is that $Q$ be stable and

$$
|Q(i \sigma)|>\sum_{i=1}^{m}|R(i \sigma)| .
$$

## CHAPTER 2

## Linear Stability Analysis via Sturm Sequences

### 2.1 General Method

In this chapter, a new method for analyzing the stability of a steady state of a delay differential equation is introduced. As we have seen in our survey of methods for linear stability analysis, the introduction of a delay significantly increases the difficulty of locating the roots of the characteristic equation. Once a delay is included in a model, it is often of interest to determine whether or not varying the delay length can change the stability characteristics of a steady state. So, we will focus particularly on one approach: treating the length of the delay as a bifurcation parameter.

A stable steady state can become unstable if, by increasing the delay, a characteristic root changes from having a negative real part to having positive real part, and this occurs only if this root traverses the imaginary axis.

### 2.1.1 Existence of Critical Delays

At a steady state, the characteristic equation of the delayed differential equation will have the form

$$
\begin{equation*}
P(\lambda, \tau) \equiv P_{1}(\lambda)+P_{2}(\lambda) e^{-\lambda \tau}=0, \tag{2.1}
\end{equation*}
$$

where $\tau$ is the length of the discrete delay added, and $P_{1}$ and $P_{2}$ are polynomials. We can rewrite (2.1) as

$$
\sum_{j=0}^{N} a_{j} \lambda^{j}+e^{-\lambda \tau} \sum_{j=0}^{M} b_{j} \lambda^{j}=0 .
$$

Assume that the steady state about which we have linearized is stable in the absence of a delay. Then for $\tau=0$ all of the roots of the polynomial have negative real part. As $\tau$ varies, these roots change. We are interested in any critical values of $\tau$ at which a root of this equation transitions from having negative to having positive real parts. If this is to occur, there must be a boundary case, a critical value of $\tau$, such that the characteristic equation has a purely imaginary root (see [17]). The following demonstrates how to determine whether or not such a $\tau$ exists, by reducing (2.1) to a polynomial problem and seeking particular types of roots, thus determining whether a bifurcation can occur as a result of the introduction of delay.

We begin by looking for a purely imaginary root, $i \sigma, \sigma \in \mathbb{R}$ of (2.1)

$$
P_{1}(i \sigma)+P_{2}(i \sigma) e^{-i \sigma \tau}=0 .
$$

We break the polynomial up into its real and imaginary parts, and write the exponential in terms of trigonometric functions to get

$$
\begin{equation*}
R_{1}(\sigma)+i Q_{1}(\sigma)+\left(R_{2}(\sigma)+i Q_{2}(\sigma)\right)(\cos (\sigma \tau)-i \sin (\sigma \tau))=0 \tag{2.2}
\end{equation*}
$$

In terms of the original polynomial coefficients, the new polynomials are

$$
\begin{aligned}
& R_{1}(\sigma)=\sum_{j}(-1)^{j+1} a_{2 j} \sigma^{2 j} \\
& Q_{1}(\sigma)=\sum_{j}(-1)^{j} a_{2 j+1} \sigma^{2 j+1} \\
& R_{2}(\sigma)=\sum_{j}(-1)^{j+1} b_{2 j} \sigma^{2 j} \\
& Q_{2}(\sigma)=\sum_{j}(-1)^{j} b_{2 j+1} \sigma^{2 j+1}
\end{aligned}
$$

Note that because $i \sigma$ is purely imaginary, $R_{1}$ and $R_{2}$ are even polynomials of $\sigma$, while $Q_{1}$ and $Q_{2}$ are odd polynomials.

In order for (2.2) to hold, both the real and imaginary parts must be 0 , so we get the pair of equations

$$
\begin{aligned}
& R_{1}(\sigma)+R_{2}(\sigma) \cos (\sigma \tau)+Q_{2}(\sigma) \sin (\sigma \tau)=0 \\
& Q_{1}(\sigma)-R_{2}(\sigma) \sin (\sigma \tau)+Q_{2}(\sigma) \cos (\sigma \tau)=0
\end{aligned}
$$

which we can rewrite as

$$
\begin{align*}
-R_{1}(\sigma) & =R_{2}(\sigma) \cos (\sigma \tau)+Q_{2}(\sigma) \sin (\sigma \tau), \text { and }  \tag{2.3}\\
Q_{1}(\sigma) & =R_{2}(\sigma) \sin (\sigma \tau)-Q_{2}(\sigma) \cos (\sigma \tau)
\end{align*}
$$

Squaring each equation and summing the results yields

$$
\begin{equation*}
R_{1}(\sigma)^{2}+Q_{1}(\sigma)^{2}=R_{2}(\sigma)^{2}+Q_{2}(\sigma)^{2} \tag{2.4}
\end{equation*}
$$

We notice two things about this equation. First, this is a polynomial equation. The trigonometric terms disappear, and the delay, $\tau$, has been eliminated. Secondly, it is an equality of even polynomials. This is because squaring an even or odd function always result in an even function, i.e., $f(-x)^{2}=( \pm f(x))^{2}=f(x)^{2}$.

Define a new variable $\mu=\sigma^{2} \in \mathbb{R}$. Then equation (2.4) above can be written in terms of $\mu$ as

$$
\begin{equation*}
S(\mu)=0 \tag{2.5}
\end{equation*}
$$

where $S$ is a polynomial. Note that we are only interested in $\sigma \in \mathbb{R}$, and thus if all of the real roots of $S$ are negative, we will have shown that there can be no simultaneous solution $\sigma^{*}$ of (2.3). Conversely, if there is a positive real root $\mu^{*}$ to $S$, there is a delay $\tau$ corresponding to $\sigma^{*}= \pm \sqrt{\mu^{*}}$ which solves both equations in (2.3).

To see this, suppose that we have found a $\sigma^{*}$ such that $R_{1}\left(\sigma^{*}\right)^{2}+Q_{1}\left(\sigma^{*}\right)^{2}=$ $R_{2}\left(\sigma^{*}\right)^{2}+Q_{2}\left(\sigma^{*}\right)^{2}$. Let $C=\sqrt{R_{2}\left(\sigma^{*}\right)^{2}+Q_{2}\left(\sigma^{*}\right)^{2}}$. The preceding equation then can be interpreted as stating that the point $\left(-R_{1}\left(\sigma^{*}\right), Q_{1}\left(\sigma^{*}\right)\right)$ lies on the circle of radius $C$ (the negative sign is for convenience later). Now let us return to the equations for the real and imaginary parts of the characteristic equation. These can now be written as:

$$
\begin{aligned}
-R_{1}\left(\sigma^{*}\right) & =C\left(\frac{R_{2}\left(\sigma^{*}\right)}{C} \cos \left(\sigma^{*} \tau\right)+\frac{Q_{2}\left(\sigma^{*}\right)}{C} \sin \left(\sigma^{*} \tau\right)\right), \text { and } \\
Q_{1}\left(\sigma^{*}\right) & =C\left(\frac{R_{2}\left(\sigma^{*}\right)}{C} \sin \left(\sigma^{*} \tau\right)-\frac{Q_{2}\left(\sigma^{*}\right)}{C} \cos \left(\sigma^{*} \tau\right)\right) .
\end{aligned}
$$

We can then write $\frac{R_{2}\left(\sigma^{*}\right)}{C}=\cos \alpha$ and $\frac{Q_{2}\left(\sigma^{*}\right)}{C}=\sin \alpha$, and then

$$
\begin{aligned}
-R_{1}\left(\sigma^{*}\right) & =C \cos \left(\sigma^{*} \tau-\alpha\right), \text { and } \\
Q_{1}\left(\sigma^{*}\right) & =C \sin \left(\sigma^{*} \tau-\alpha\right) .
\end{aligned}
$$

Since the point $\left(-R_{1}\left(\sigma^{*}\right), Q_{1}\left(\sigma^{*}\right)\right)$ lies on the circle of radius $C$, it is then clear that there is a positive value $\tau=\tau^{*}$ that satisfies both equations simultaneously.

Should the polynomial (2.5) have more than one positive real root, we are interested in studying the one associated with the smallest delay, $\tau^{*}$.

An alternate approach, more geometrical in nature, on finding the roots of the characteristic equation (2.1) is taken in [35] and [33]. In this case, for $\lambda=i \sigma$, we rewrite (2.1) as

$$
\begin{equation*}
-\frac{P_{1}(i \sigma)}{P_{2}(i \sigma)}=e^{-i \sigma \tau} \tag{2.6}
\end{equation*}
$$

As $\tau$ varies, plotting the right hand side in the complex plane traces out a unit circle, and the left hand side is a rational curve. The intersections of these curves represent the critical delays in which we are interested. Thus finding the roots of the
characteristic equation comes down to finding values of $\sigma$ for which the left hand side of (2.6) has modulus 1 . This reproduces equation (2.4), and the freedom to choose $\tau$ again ensures that the original characteristic polynomial (2.1) is satisfied for some $\tau^{*}$.

### 2.1.2 Nondegeneracy

Having found a critical delay $\tau^{*}$ and the point $z=i \sigma^{*}$ at which a root of the characteristic equation hits the imaginary axis, it is necessary to confirm that the root continues into the positive half-plane as $\tau$ increases past $\tau^{*}$. The criterion for this to occur is

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \tau} \operatorname{Re}(\lambda)\right|_{\lambda=i \sigma^{*}, \tau=\tau^{*}}>0
$$

Equivalent in this case is

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \tau} \operatorname{Re}(\lambda)\right|_{\lambda=i \sigma^{*}, \tau=\tau^{*}} \neq 0
$$

since it is known for $\tau<\tau^{*}$ that all solutions $\lambda$ to (2.1) have negative real part.

Lemma 2.1. If $\lambda=i \sigma^{*}$ and $\tau=\tau^{*}$ satisfy the characteristic equation (2.1), then

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \tau} \operatorname{Re}(\lambda)\right|_{\lambda=i \sigma^{*}, \tau=\tau^{*}}>0
$$

if and only if

$$
\begin{equation*}
R_{1}\left(\sigma^{*}\right) R_{1}^{\prime}\left(\sigma^{*}\right)+Q_{1}\left(\sigma^{*}\right) Q_{1}^{\prime}\left(\sigma^{*}\right) \neq R_{2}\left(\sigma^{*}\right) R_{2}^{\prime}\left(\sigma^{*}\right)+Q_{2}\left(\sigma^{*}\right) Q_{2}^{\prime}\left(\sigma^{*}\right) \tag{2.7}
\end{equation*}
$$

Proof. Beginning with the characteristic equation (2.1), we can write

$$
e^{-\lambda \tau}=-\frac{P_{1}(\lambda)}{P_{2}(\lambda)}
$$

which implies,

$$
-\lambda \tau=\log \left(-\frac{P_{1}(\lambda)}{P_{2}(\lambda)}\right)
$$

Taking the derivative with respect to $\tau$ (treating $\lambda$ as a function of $\tau, \lambda=\lambda(\tau)$ ) gives

$$
-\lambda-\tau \frac{\mathrm{d} \lambda}{\mathrm{~d} \tau}=\frac{P_{1}^{\prime}(\lambda) P_{2}(\lambda)-P_{1}(\lambda) P_{2}^{\prime}(\lambda)}{P_{1}(\lambda) P_{2}(\lambda)} \cdot \frac{\mathrm{d} \lambda}{\mathrm{~d} \tau},
$$

where $^{\prime}=\frac{\mathrm{d}}{\mathrm{d} \lambda}$. At $\lambda=i \sigma^{*}$ and $\tau=\tau^{*}$, the left hand side becomes $-i \sigma^{*}-\tau^{*} \frac{\mathrm{~d} \lambda}{\mathrm{~d} \tau}$. Since $i \sigma^{*}$ is purely imaginary, and $\tau^{*}$ is real, $\frac{\mathrm{d} \lambda}{\mathrm{d} \tau}$ is purely imaginary if and only if

$$
\frac{P_{1}^{\prime}\left(i \sigma^{*}\right) P_{2}\left(i \sigma^{*}\right)-P_{1}\left(i \sigma^{*}\right) P_{2}^{\prime}\left(i \sigma^{*}\right)}{P_{1}\left(i \sigma^{*}\right) P_{2}\left(i \sigma^{*}\right)}
$$

is real. This occurs only when the numerator and denominator are real multiples of one another. Now we can write

$$
\frac{P_{1}^{\prime}\left(i \sigma^{*}\right) P_{2}\left(i \sigma^{*}\right)-P_{1}\left(i \sigma^{*}\right) P_{2}^{\prime}\left(i \sigma^{*}\right)}{P_{1}\left(i \sigma^{*}\right) P_{2}\left(i \sigma^{*}\right)}=\frac{\left(Q_{1}^{\prime}-i R_{1}^{\prime}\right)\left(R_{2}+i Q_{2}\right)-\left(Q_{2}^{\prime}-i R_{2}^{\prime}\right)\left(R_{1}+i Q_{1}\right)}{\left(R_{1}+i Q_{1}\right)\left(R_{2}+i Q_{2}\right)}
$$

Collecting real and imaginary parts, we find that

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \tau} \operatorname{Re}(\lambda)\right|_{\lambda=i \sigma^{*}, \tau=\tau^{*}}=0
$$

if and only if

$$
\frac{Q_{1}^{\prime} R_{2}+R_{1}^{\prime} Q_{2}-Q_{2}^{\prime} R_{1}-R_{2}^{\prime} Q_{1}}{R_{1} R_{2}-Q_{1} Q_{2}}=\frac{Q_{1}^{\prime} Q_{2}-R_{1}^{\prime} R_{2}+R_{1} R_{2}^{\prime}-Q_{1} Q_{2}^{\prime}}{R_{1} Q_{2}+R_{2} Q_{1}} .
$$

Cross multiplying and cancelling like terms yields

$$
R_{1} R_{1}^{\prime}\left(R_{2}^{2}+Q_{2}^{2}\right)+Q_{1} Q_{1}^{\prime}\left(R_{2}^{2}+Q_{2}^{2}\right)=R_{2} R_{2}^{\prime}\left(R_{1}^{2}+Q_{1}^{2}\right)+Q_{2} Q_{2}^{\prime}\left(R_{1}^{2}+Q_{1}^{2}\right)
$$

But at $\sigma=\sigma^{*}, R_{1}^{2}+Q_{1}^{2}=R_{2}^{2}+Q_{2}^{2} \neq 0$. So this reduces to the condition

$$
R_{1} R_{1}^{\prime}+Q_{1} Q_{1}^{\prime}=R_{2} R_{2}^{\prime}+Q_{2} Q_{2}^{\prime} .
$$

This is a necessary and sufficient condition for

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \tau} \operatorname{Re}(\lambda)\right|_{\lambda=i \sigma^{*}, \tau=\tau^{*}}=0
$$

Thus the derivative is not equal to 0 if (2.7) holds.

Practically, this condition can be checked by formally differentiating the equation (2.4) with respect to $\sigma$ and verifying that equality does not hold for $\sigma=\sigma^{*}$.

In summary, we have reduced the question of whether the introduction of a delay can cause a bifurcation to a problem of determining if a polynomial has any positive real roots. If such roots can be found, then the argument above guarantees that there is a delay size $\tau^{*}$ such that one of the eigenvalues of the system crosses the imaginary axis, destabilizing its critical point. We have proven the following:

Lemma 2.2. Given a system of differential equations $\dot{x}(t)=f(x(t), x(t-\tau))$ with a discrete delay $\tau$, and a stable steady state for $x_{s}$ for $\tau=0$, and let

$$
\sum_{i=1}^{N} a_{i} \lambda^{i}+e^{-\lambda \tau} \sum_{i=1}^{M} b_{i} \lambda^{i}=0
$$

be the characteristic equation of the system about $x_{s}$. Then there exists a $\tau^{*}>0$ for which $x_{s}$ undergoes a nondegenerate change of stability if and only if the equation
i) $S(\mu)=0$ (as defined in equation (2.5)) has a positive real root $\mu^{*}=\left(\sigma^{*}\right)^{2}$, such that
ii) $S^{\prime}\left(\mu^{*}\right) \neq 0$

That is, when $\mu^{*}$ is a simple, positive real root of the equation

$$
\left[\sum(-1)^{j} a_{2 j} \mu^{j}\right]^{2}+\mu\left[\sum(-1)^{j} a_{2 j+1} \mu^{j}\right]^{2}=\left[\sum(-1)^{j} b_{2 j} \mu^{j}\right]^{2}+\mu\left[\sum(-1)^{j} b_{2 j+1} \mu^{j}\right]^{2}
$$

### 2.2 Positive Real Roots and Sturm Sequences

Once the polynomial equation (2.5) has been obtained, one must determine whether it has any positive real roots. There are many approaches one might take. For degree 2 characteristic polynomials, there is always the quadratic formula. For third and
fourth degree polynomials, there are also explicit algorithms (see, for example, [29] or [35]).

One approach to showing that no bifurcation exists is to apply the Routh-Hurwitz condition. If these conditions are satisfied, then all of the roots of (2.5) have negative real part, and thus none are positive and real. This condition is not sharp, however, since there remains the possibility that the polynomial (2.5) has a conjugate pair of roots with positive real part and nonzero imaginary part. For example, consider the characteristic polynomial

$$
\begin{equation*}
\lambda^{2}+3 \lambda+5+\lambda e^{-\lambda \tau}=0 . \tag{2.8}
\end{equation*}
$$

In the absence of delay, this becomes,

$$
\lambda^{2}+4 \lambda+5=0
$$

which clearly has only roots with negative real part, and thus the steady state is stable. Explicitly, the roots are $\lambda_{1,2}=-2 \pm i$. The polynomial (2.5) produced by the process we have described is

$$
\mu^{2}-2 \mu+25=0
$$

whose roots are $1 \pm 2 i \sqrt{6}$. This polynomial has no positive real solution, and yet fails the Routh-Hurwitz conditions.

In other words, the Routh-Hurwitz conditions can guarantee the absence of a bifurcation, but cannot give conditions under which a bifurcation does occur with increasing $\tau$.

A simple approach to determining whether a positive real root exists is Descartes' Rule of Signs, whereby the number of sign changes in the coefficients is equal to the number of positive real roots, modulo 2. If the number of sign changes is odd, then
a solution is guaranteed. If, however, the number of sign changes is even, the rule cannot distinguish between, for example, 2 roots and 0 roots.

A more general approach to this problem is Sturm sequences. Suppose that a polynomial $f$ has no repeated roots. Then $f$ and $f^{\prime}$ are relatively prime. Let $f=f_{0}$ and $f^{\prime}=f_{1}$. We obtain the following sequence of equations by the division algorithm

$$
\begin{aligned}
& f_{0}=q_{0} f_{1}-f_{2}, \\
& f_{1}=q_{1} f_{2}-f_{3}, \\
& \vdots \\
& f_{s-2}=q_{s-2} f_{s-1}-K,
\end{aligned}
$$

where $K$ is some constant.
The sequence of Sturm functions, $f_{0}, f_{1}, f_{2}, \cdots, f_{s-1}, f_{s}(=K)$ is called a Sturm chain. We may determine the number of real roots of the polynomial $f$ in any interval in the following manner: Plug in each endpoint of the interval, and obtain a sequence of signs. The number of real roots in the interval is the difference between the number of sign changes in the sequence at each endpoint. For a complete proof of the method of Sturm sequences, see [45].

Example: $f(x)=x^{2}-1$. In this case, $f^{\prime}=2 x$, so the division algorithm is:

$$
x^{2}-1=\frac{x}{2} \cdot(2 x)-1 .
$$

So the Sturm chain is simply $x^{2}-1,2 x, 1$. If we are interested in the interval $[0, \infty)$, then the chains of signs are

$$
\begin{aligned}
& \text { at } 0:-, 0,+ \text {, and } \\
& \text { at } \infty:+,+,+ \text {. }
\end{aligned}
$$

There is one sign change in the first sequence and zero in the last, and we conclude that there is one positive real root to $f(x)$. Similarly, suppose we were interested in the interval $[-2,2]$. Then the sign sequences are

$$
\begin{aligned}
& \text { at }-2:+,-,+, \text { and } \\
& \text { at } 2:+,+,+.
\end{aligned}
$$

There are two sign changes in the first sequence and zero in the second, confirming that there are two roots in this interval.

Given a specified parameter set, this method gives a simple, implementable algorithm for determining whether a bifurcation occurs, without the need to run the full simulation of the system of equations for various delays.

### 2.3 Applications

In [39], we are faced with the characteristic equation

$$
\begin{equation*}
\lambda^{3}+A \lambda^{2}+\left(B-\delta c e^{-\lambda \tau}\right) \lambda+\delta c \rho-\delta c\left(\rho-\psi^{\prime}\right) e^{-\lambda \tau}=0, \tag{2.9}
\end{equation*}
$$

where $A \equiv \delta+c+\rho, B \equiv \delta c+(\delta+c) \rho$, and $\psi^{\prime} \equiv \rho-d_{T}>0$, the notation being that of the paper. In the paper, it is shown that for $\tau \ll 1$ and $\tau \gg 1$ no change of stability occurs. We can extend this result to all $\tau>0$.

In the notation we have been using, equation (2.9) yields

$$
\begin{aligned}
& R_{1}(\sigma)=-A \sigma^{2}+\delta c \rho \\
& Q_{1}(\sigma)=-\sigma^{3}+B \sigma, \\
& R_{2}(\sigma)=-\delta c d_{T} \\
& Q_{2}(\sigma)=-\delta c \sigma .
\end{aligned}
$$

Using these specific polynomials, (2.4) becomes

$$
\begin{align*}
& \sigma^{6}+\left(A^{2}-2 B\right) \sigma^{4}+\left(B^{2}-(\delta c)^{2}-2 \delta c \rho A\right) \sigma^{2}-(\delta c)^{2}\left(\psi^{\prime 2}-2 \rho \psi^{\prime}\right)=0, \text { or }  \tag{2.10}\\
& \mu^{3}+\left(A^{2}-2 B\right) \mu^{2}+\left(B^{2}-(\delta c)^{2}-2 \delta c \rho A\right) \mu-(\delta c)^{2}\left(\psi^{\prime 2}-2 \rho \psi^{\prime}\right)=0 .
\end{align*}
$$

This can be simplified by substituting the known values of $A, B$, and $\psi^{\prime}$. For the $\mu^{2}$ coefficient, we have

$$
\begin{aligned}
A^{2}-2 B & =(\delta+c+\rho)^{2}-2(\delta c+(\delta+c) \rho) \\
& =\delta^{2}+c^{2}+\rho^{2}+2 \delta c+2 \rho c+2 \delta \rho-2 \delta c-2(\delta+c) \rho \\
& =\delta^{2}+c^{2}+\rho^{2}
\end{aligned}
$$

Further, for the $\mu$ coefficient, we have

$$
\begin{aligned}
B^{2}-2 \delta c \rho A-(\delta c)^{2} & =\left((\delta c)^{2}+(\delta \rho)^{2}+(c \rho)^{2}+2 \delta^{2} c \rho+2 \delta \rho c^{2}+2 \rho^{2} \delta c\right) \\
& -2 \delta c \rho(\rho+c+\delta)-(\delta c)^{2} \\
& =(\delta \rho)^{2}+(c \rho)^{2} .
\end{aligned}
$$

And for the constant term we have

$$
\psi^{2}-2 \rho \psi^{\prime}=\psi^{\prime}\left(\rho-d_{T}-2 \rho\right)=-\psi^{\prime}\left(\rho+d_{T}\right) .
$$

So we may write equation (2.10) as

$$
\mu^{3}+\left(\delta^{2}+c^{2}+\rho^{2}\right) \mu^{2}+\left((\delta \rho)^{2}+(c \rho)^{2}\right) \mu+(\delta c)^{2} \psi^{\prime}\left(\rho+d_{T}\right)=0
$$

This is a polynomial with positive coefficients, and cannot have any positive real roots, therefore the introduction of a delay into the model in Nelson and Perelson [39] cannot lead to a bifurcation. This is an extension of the results presented in that paper, where it was proven by asymptotic methods that for very large and very small delays, the steady state was stable. The argument above shows that this is the case for all delay lengths.

In [38], the following characteristic equation is encountered for a system of delay differential equations

$$
\lambda^{2}+(\delta+c) \lambda+\delta c-\eta e^{-\lambda \tau}=0
$$

where $\delta, c$ and $\eta$ are positive constants. We have $P_{1}(\lambda)=\lambda^{2}+(\delta+c) \lambda+\delta c$, and $P_{2}(\lambda)=-\eta$. Thus

$$
\begin{aligned}
& R_{1}(\sigma)=-\sigma^{2}+\delta c, \\
& Q_{1}(\sigma)=(\delta+c) \sigma, \\
& R_{2}(\sigma)=-\eta, \text { and } \\
& Q_{2}(\sigma)=0 .
\end{aligned}
$$

By the method of the lemma, we arrive at

$$
\begin{align*}
& \eta^{2}=\left(\sigma^{2}-\delta c\right)^{2}+(\delta+c)^{2} \sigma^{2} \\
& \eta^{2}=\sigma^{4}-2 \delta c \sigma^{2}+\delta^{2} c^{2}+\left(\delta^{2}+2 \delta c+c^{2}\right) \sigma^{2}  \tag{2.11}\\
& 0=\sigma^{4}+\left(\delta^{2}+c^{2}\right) \sigma^{2}+\delta^{2} c^{2}-\eta^{2}
\end{align*}
$$

Let $\mu=\sigma^{2}$, then this becomes:

$$
S(\mu) \equiv \mu^{2}+\left(\delta^{2}+c^{2}\right) \mu+\delta^{2} c^{2}-\eta^{2}=0 .
$$

Since the linear coefficient of $S$ is positive, by Descartes' rule of signs, a positive real root can occur if and only if the constant coefficient is negative. So a change of stability occurs if and only if $0>\delta^{2} c^{2}-\eta^{2}=(\delta c+\eta)(\delta c-\eta)$, i.e., if and only if $\delta c<\eta$.

Checking nondegeneracy, we take the derivative of the last line of (2.11), and check that equality does not hold.

$$
\begin{aligned}
& 0=4\left(\sigma^{*}\right)^{3}+2\left(\delta^{2}+c^{2}\right) \sigma^{*}, \text { and } \\
& 0=4\left(\sigma^{*}\right)^{2}+2\left(\delta^{2}+c^{2}\right),
\end{aligned}
$$

which clearly has no roots. This shows, that a nondegenerate bifurcation does occur for $\delta c<\eta$. This reproduces the results in Nelson et al [38].

Culshaw and Ruan, in [14] applied this same method to conclude that no bifurcations occurred in a delay model with characteristic equation

$$
\begin{equation*}
\lambda^{3}+a_{1} \lambda^{2}+a_{2} \lambda+a_{3} e^{-\lambda \tau}+a_{4} \lambda e^{-\lambda \tau}+a_{5}=0 \tag{2.12}
\end{equation*}
$$

In their paper, Culshaw and Ruan follow the method we have presented in Lemma 2 , and arrive at the polynomial $S$ if equation (2.5) in the form

$$
z^{3}+\alpha z^{2}+\beta z+\gamma
$$

Proposition 2 in [14] states that if $\gamma \geq 0$ and $\beta>0$, then this polynomial has no positive real roots. The proof of this proposition also assumes that $\alpha>0$. In this case all of the coefficients are positive, and there are certainly no positive roots. The condition $\alpha, \beta, \gamma>0$ is sufficient, but it is not necessary for no roots to exist. In the next section we develop a criterion which will extend this result and give necessary and sufficient conditions for a characteristic equation of the form (2.12) to produce no bifurcations.

### 2.4 General Order Two and Three Characteristic Equations

Using Sturm sequences, we can derive some general results for low order characteristic equations. We begin with the general degree two equation, for which a general result is easy

$$
\begin{equation*}
\lambda^{2}+a \lambda+b+(c \lambda+d) e^{-\lambda \tau}=0 \tag{2.13}
\end{equation*}
$$

A steady state with this characteristic is stable for $\tau=0$ if all of the roots of

$$
\lambda^{2}+(a+c) \lambda+(b+d)=0
$$

have negative real part. By the Routh-Hurwitz conditions, this occurs if and only if $a+c>0$ and $b+d>0$.

Letting $\lambda=i \sigma$ and proceeding as in Lemma 2, we arrive at the following form of equation (2.5)

$$
\begin{equation*}
\mu^{2}+\left(a^{2}-c^{2}-2 b\right) \mu+\left(b^{2}-d^{2}\right)=0 \tag{2.14}
\end{equation*}
$$

Let $A \equiv a^{2}-c^{2}-2 b$ and $B \equiv b^{2}-d^{2}$. Equation (2.14) has a positive real root in two circumstances. Since the lead coefficient is positive, if $B<0$ then there is a single positive real root. If $B>0$, the roots of (2.14) are

$$
\frac{-A \pm \sqrt{A^{2}-4 B}}{2}
$$

and there is a simple positive root (in fact two simple positive real roots) if and only if $A<0$ and $A^{2}-4 B>0$. Thus we can conclude

Proposition 2.3. A steady state with characteristic equation (2.13) is stable in the absence of delay, and becomes unstable with increasing delay if and only if
i. $a+c>0$ and $b+d>0$, and
ii. either $b^{2}<d^{2}$, or $b^{2}>d^{2}, a^{2}<c^{2}+2 b$ and $\left(a^{2}-c^{2}-2 b\right)^{2}>4\left(b^{2}-d^{2}\right)$.

For similar results in the degree two case, and also for some more general results, see Kuang [32].

For the degree three problem, the situation is somewhat more complex. The general characteristic equation is

$$
\begin{equation*}
\lambda^{3}+a_{2} \lambda^{2}+a_{1} \lambda+a_{0}+\left(b_{2} \lambda^{2}+b_{1} \lambda+b_{0}\right) e^{-\lambda \tau}=0 . \tag{2.15}
\end{equation*}
$$

The steady state is stable in the absence of delay if the roots of

$$
\lambda^{3}+\left(a_{2}+b_{2}\right) \lambda^{2}+\left(a_{1}+b_{1}\right) \lambda+\left(a_{0}+b_{0}\right)=0
$$

have negative real part. This occurs if and only if $a_{2}+b_{2}>0, a_{0}+b_{0}>0$ and $\left(a_{2}+b_{2}\right)\left(a_{1}+b_{1}\right)-\left(a_{0}+b_{0}\right)>0$.

In this case the form of equation (2.5) is

$$
\begin{equation*}
\mu^{3}+A \mu^{2}+B \mu+C=0 \tag{2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
A \equiv a_{2}^{2}-b_{2}^{2}-2 a_{1}, B \equiv a_{1}^{2}-b_{1}^{2}+2 b_{2} b_{0}-2 a_{2} a_{0} \text { and } C \equiv a_{0}^{2}-b_{0}^{2} \tag{2.17}
\end{equation*}
$$

As in the degree two case, since the lead coefficient is positive, there are two manners in which a positive real root can occur. The first and simplest is to have $C<0$. Now suppose that $C>0$. Since the polynomial is odd, we are guaranteed a negative real root. The only way to have a simple positive real root in this case is to have 2 positive real roots. In other words, all of the roots are real. Now suppose we take the Sturm chain of the polynomial (2.16), denoted $f_{0}, f_{1}, f_{2}, f_{3}$. We evaluate the entire real line, i.e., from $-\infty$ and $\infty$, and construct a table of the signs at these endpoints. $f_{0}=\mu^{3}+A \mu^{2}+B \mu+C$ and $f_{1}=3 \mu^{2}+2 A \mu+B$, so we have

|  | $-\infty$ | $\infty$ |
| :--- | :--- | :--- |
| $f_{0}$ | - | + |
| $f_{1}$ | + | + |
| $f_{2}$ |  |  |
| $f_{3}$ |  |  |

We know that there must be three real roots. The difference in the number of sign changes at each endpoint must be three, but this is only possible if the Sturm sequence at one endpoint is always positive or always negative, and the sequence at
the other endpoint must alternate. So the completed table must have the form

|  | $-\infty$ | $\infty$ |
| :--- | :--- | :--- |
| $f_{0}$ | - | + |
| $f_{1}$ | + | + |
| $f_{2}$ | - | + |
| $f_{3}$ | + | + |

Notice that $f_{0}$ and $f_{2}$ are odd degree polynomials, and $f_{1}$ and $f_{3}$ are even degree polynomials, and the signs at $-\infty$ are the direct consequence of those at $\infty$ (the same for even polynomials, and the opposite for odd polynomials). Thus, the bifurcation occurs in the case $C>0$ if and only if the lead coefficients $f_{2}$ and $f_{3}$ are positive. Carrying out the division algorithm, the lead coefficient of $f_{2}$ is

$$
-\left(\frac{2}{3} B-\frac{2}{9} A^{2}\right)
$$

which is positive if and only if $A^{2}-3 B>0$.
$f_{3}$ is the constant

$$
-\frac{9}{4} \frac{4 B^{3}-A^{2} B^{2}-18 A B C+4 C A^{3}+27 C^{2}}{\left(A^{2}-3 B\right)^{2}}
$$

After some algebraic manipulation, we can see that this is positive if and only if

$$
\begin{equation*}
4\left(B^{2}-3 A C\right)\left(A^{2}-3 B\right)-(9 C-A B)^{2}>0 \tag{2.18}
\end{equation*}
$$

Now we have conditions to guarantee that there are three real roots. We must finally guarantee that one of these is positive. This occurs if (2.16) has a positive critical point. The derivative function is

$$
f_{1}=3 \mu^{2}+2 A \mu+B
$$

whose roots are $\frac{-A \pm \sqrt{A^{2}-3 B}}{3}$. One of these is positive if $A<0$ or $A>0$ and $B<0$, so either $A$ or $B$ must be negative. So we have

Theorem 2.4. A steady state with characteristic equation (2.15) is stable in the absence of delay, and becomes unstable with increasing delay if and only if $A, B$, and $C$ are not all positive and
i. $a_{2}+b_{2}>0, a_{0}+b_{0}>0,\left(a_{2}+b_{2}\right)\left(a_{1}+b_{1}\right)-\left(a_{0}+b_{0}\right)>0$, and
ii. either $C<0$, or $C>0, A^{2}-3 B>0$ and the condition (2.18) is satisfied, where $A, B$ and $C$ are given by (2.17).

### 2.5 Conclusions

So we have developed a method of reducing the question of the existence of a delayinduced loss of stability to the problem of finding real positive roots of a polynomial. Although this method has been utilized before, it is useful to see the form of the polynomials involved. These results are summarized in Lemma 2.2.

The method of this lemma can be used to verify and to extend the results in several cases from the literature. More generally, it is easy, using the technique, to arrive at general conditions on the coefficients of a characteristic equation of degree 2, such that it describes an asymptotically stable steady state which becomes unstable as the delay parameter is increased. This simple, practical test is given in Proposition 2.3, and is related to analysis done by Y. Kuang in Chapter 3 of his book [32].

The main result of this chapter, presented in Theorem 2.4, is for the degree three case, where Sturm sequences are used to develop an elementary (though perhaps algebraically complicated) test for bifurcation. It is hoped that this criterion will make the investigation of third order systems of delay differential equations simpler,
both analytically and numerically. It provides a general algorithm for determining stability that anyone modeling with delay differential equation models can use.

## CHAPTER 3

## Single Species Models

In the study of population dynamics, the use of differential equations to study single species populations is well established. Exponential and logistic growth models are the most common. We would like to study a class of differential equation models for a single species that involve a time delay. The goal is to determine whether the introduction of time delays might enrich the dynamics of these models, or whether their behavior is essentially the same as the ordinary differential equations models they modify. In particular, we are interested in determining the existence of periodic solutions for these models.

In this chapter, I will begin by stating the theorems from functional analysis which we will use to prove the existence of periodic solutions to the delay differential equations I will study. This section is followed by the exploration of a model of the form

$$
\begin{equation*}
\dot{x}(t)=b(x(t-\tau)) x(t-\tau)-d(x(t)) x(t), \tag{3.1}
\end{equation*}
$$

with $b$ nonincreasing and $d$ nondecreasing, which represents the population dynamics of a single species with a delayed birth term. Basic properties of this model are determined, including the types of functions $b$ and $d$ which might lead to the existence of periodic solutions.

In the Section 3.3, we specify to the case $b(x)=b e^{-a x}$ and $d(x)$ constant. In this case, I prove the existence of a class of solutions oscillating about the nontrivial steady state, and then go on to extend a result of Kuang [32], proving the existence of a periodic solution to this model in a wider parameter set than has previously been shown.

In Section 3.4, the final one dealing with this model, a delay-dependent term is added to the parameter $b$. The effects of this alteration are explored, and conditions are given for the existence and linear instability of the positive steady state.

Following this, I change the model to make the rate of change proportional to the current state of the variable, so the model takes the form

$$
\begin{equation*}
\dot{x}(t)=[b(x(t-\tau))-d(x(t))] x(t) \tag{3.2}
\end{equation*}
$$

The same general plan is followed as with the first model. I begin by exploring the basic properties of the model, and the forms of $b(x)$ and $d(x)$ which might give rise to periodic solutions.

In Section 3.6, the case of a constant per capita death rate is explored in detail, and it is shown that whenever the nontrivial steady state exists and is unstable, a periodic solutions exists. Finally, we introduce a delay dependence in the parameters of (3.2), and in the case $b(x)=b e^{-a x}$, I derive the exact range of delays $\tau$ for which a positive periodic solution exists.

### 3.1 A Fixed-Point Theorem from Nonlinear Functional Analysis

The primary tool available for proving the existence of periodic solutions is the theorem below from nonlinear functional analysis. Before stating the theorem, we need to define what it means for a fixed point of a map to be ejective.

Definition 3.1. Let $X$ be a Banach space, $K$ a subset of $X$, and $x_{0} \in K$. The point $x_{0}$ is said to be an ejective point of a map $A: X \backslash\left\{x_{0}\right\} \rightarrow X$ if there is an open neighborhood $G \subset X$ of $x_{0}$ such that, if $y \in G \cap K, y \neq x_{0}$, there is an integer $m=m(y)>0$ such that $A^{(m)}(y) \notin G \cap K$.

Intuitively, a point is ejective if it is surrounded by a neighborhood of points, which the map will sends outside the neighborhood eventually. We now state the theorem we apply in this chapter and Chapter 4.

Theorem 3.2. If $K$ is a closed, bounded, convex and infinite dimensional set in a Banach space $X$, and $A: K \backslash\left\{x_{0}\right\} \rightarrow K$ is completely continuous, and $x_{0} \in K$ is ejective, then there is a fixed point of $A$ in $K \backslash\left\{x_{0}\right\}$.

A proof of this theorem is provided by Nussbaum [42]. The primary challenge in applying this result consists of constructing an appropriate map $A$. We will show that solutions of the system oscillate about the nontrivial steady state, and the "return map" acts on the space of initial functions. A fixed point of this return map corresponds to a periodic solution, since dictating the behavior of a solution on an interval of length $\tau$ determines all future behavior. Just as with ordinary differential equations, if an autonomous system returns to its initial condition (or initial function), it is periodic. This method is analogous to examining a Poincare map for an ordinary differential equation.

### 3.2 A General Single-Species Population Model with Delay

The first class of models we will examine will be of the form

$$
\begin{equation*}
\dot{x}(t)=b(x(t-\tau)) x(t-\tau)-d(x(t)) x(t) . \tag{3.3}
\end{equation*}
$$

We will consider that $b(x)$ is a continuous, positive, decreasing function, i.e., that the per capita growth rate of the population decreases with increased population levels. This is an instance of density-limited growth, of which the logistic model is another example. The delay in this instance can represent a gestation or maturation period, so the number of individuals entering the population depends on the levels of the population at a previous instance of time.

The function $d(x)$ is nondecreasing and positive. This represents the per capita death rate, which may be increased by intraspecific competition.

Models of this type have been used extensively in the mathematical biology literature, especially when there is an interest in modelling oscillatory phenomena. In population biology, for example, [4] and [55] explore the model generally, while [48] is a specific application to housefly populations. Such models are also used in other branches of biology, such as physiology [36]. While oscillatory phenomena are noted, few analytic results about the existence of periodic solutions exist for such models. One such result is found in [32], Chapter 5, and I will refer to it often. More commonly, results proving the existence of positive periodic solutions rely on a non-autonomous periodic forcing term or periodic coefficients, with period greater than zero ([21], [22], [54]).

Now let us proceed with the analysis by proving the following basic fact.

Lemma 3.3. Given positive initial data, solutions of equation (3.3), where $b$ is $a$ positive function, remain positive for all time.

Proof. We can simply look at the rate of change by steps. By assumption, $x(t)$ is positive for $t \in[-\tau, 0]$, so for $t \in[0, \tau]$, it is easy to see that $\dot{x}(t)>-d(x(t)) x(t)$. So if $T \in[0, \tau]$ is the first time at which $x(t)=0$, then $\dot{x}(T)>0$. This is clearly a
contradiction, so $x(t)>0$ in this interval. Now simply apply the same analysis to $[\tau, 2 \tau]$, and so on. So for all $t$, the solution remains positive.

The requirement that $b(x)$ be positive is necessary, in spite of the analogy to, for example, the logistic ordinary differential equation. If there is an $\tilde{x}$ such that $b(\tilde{x})<0$, then there are positive initial histories which become negative. One could simply set the initial history to be $\tilde{x}$ on $[-\tau,-\epsilon]$ for some small $\epsilon>0$, and make it continuous on $[-\epsilon, 0]$ so that $x(0)$ is sufficiently small, say $x(0)=-b(\tilde{x})(\tau-\epsilon) \tilde{x} / 2>0$. One sees that the solution will be driven negative in the interval $[0, \tau]$. If $x(t) \geq 0$ on $[0, \tau-\varepsilon$ ], then

$$
\begin{aligned}
x(\tau-\varepsilon) & \leq x(0)+\int_{0}^{\tau-\varepsilon} b(x(s-\tau)) x(s-\tau) d s \\
& =x(0)+\int_{0}^{\tau-\varepsilon} b(\tilde{x}) \tilde{x} d s \\
& =-\frac{b(\tilde{x})}{2}(\tau-\varepsilon) \tilde{x}+b(\tilde{x})(\tau-\varepsilon) \tilde{x} \\
& =\frac{b(\tilde{x})}{2}(\tau-\varepsilon) \tilde{x}<0,
\end{aligned}
$$

contradicting the positivity of $x(t)$ on $[0, \tau-\varepsilon)$.
I will now give three theorems which describe the most general division of possible behavior regimes for the differential equation (3.3). These results are slightly more general than the requirement that $b$ be decreasing and $d$ be increasing. Also, it is likely that these simple results have already been obtained elsewhere, but I have not seen them recorded. It is useful to see that the case I will consider in detail, that which will be covered by Theorem 3.4, is the only one with interesting long-term dynamics.

Theorem 3.4. Consider the delay differential equation (3.3), if b is a positive function and $\sup b(x)<\inf d(x)$, then the zero steady state is globally asymptotically
stable.

Proof. Let $B=\sup b(x)$ and $D=\inf d(x)$. We have, then, that $\dot{x}(t)<B x(t-\tau)-$ $D x(t)$, but solutions of $\dot{y}(t)=B y(t-\tau)-D y(t)$ all approach 0 asymptotically as $t \rightarrow \infty$, according to Lemma 1.4, since $0<B<D$. So all solutions of (3.3) approach 0 also.

Theorem 3.5. Let b and d be positive functions. Suppose that there exists an $\bar{x}$ such that $\operatorname{sign}(b(x)-d(x))=-\operatorname{sign}(x-\bar{x})$, and $b^{\prime}(\bar{x})<d^{\prime}(\bar{x})$. Then $\bar{x}$ is a positive steady state, and the trivial steady state is unstable. If

$$
\begin{equation*}
b^{\prime}(\bar{x}) \bar{x}>-2 d(\bar{x})-d^{\prime}(\bar{x}) \bar{x} \tag{3.4}
\end{equation*}
$$

then $\bar{x}$ is linearly stable for all $\tau$. Otherwise, there exists a $\tau_{c}>0$ such that $\bar{x}$ is stable for $\tau<\tau_{c}$, and unstable for $\tau>\tau_{c}$.

Proof. To begin with, $\bar{x}$ is a unique positive steady state, since $b(x)-d(x)=0$ if and only if $x=\bar{x}$. It is the point at which $b(\bar{x})=d(\bar{x})$. Linearizing about this steady state yields the equation

$$
\begin{equation*}
\dot{x}(t)=\left(d(\bar{x})+b^{\prime}(\bar{x}) \bar{x}\right) x(t-\tau)-\left(d(\bar{x})+d^{\prime}(\bar{x}) \bar{x}\right) x(t) \tag{3.5}
\end{equation*}
$$

which has characteristic equation

$$
\lambda=\alpha x(t-\tau)-\beta x(t),
$$

where $\alpha=d(\bar{x})+b^{\prime}(\bar{x}) \bar{x}$ and $d(\bar{x})+d^{\prime}(\bar{x}) \bar{x}$. Since $b^{\prime}(\bar{x})<d^{\prime}(\bar{x}), \alpha<\beta$. Furthermore, we know that for $|\alpha|<|\beta|=\beta$, all roots of the characteristic equation have negative real part. Since $\alpha<\beta$, this condition is satisfied if and only if $\alpha>-\beta$, but this is exactly the condition (3.4).

If this is not the case, then $\alpha<-\beta$. It is clear that for $\tau=0$, the only characteristic root is $\lambda=\alpha-\beta<0$. Thus, by the continuity of the location of roots, for small delays, the system is stable. The derived polynomial for the characteristic equation is $\sigma-\alpha^{2}-\beta^{2}$, which clearly has a positive real root. Thus there is a $\tau_{c}$ for which the characteristic equation has a purely imaginary root. As $\tau$ increases past $\tau_{c}$, a root enters the right half-plane. Since the derived polynomial has degree 1 , our Sturm sequence analysis shows that this root can never exit. Thus for $\tau>\tau_{c}$, the steady state is unstable.

In [12] the authors prove that if $(b(x) x)^{\prime}>0$ for all $x$, then the steady state is asymptotically stable. A more general result about the linear stability of the model are also obtained in [12]. These results are contained in Theorem 3.5.

The only situation not covered by the theorems above is when $b(x)>d(x)$ for all $x$. In this case, there is no positive steady state, but the trivial steady state is unstable. This situation is covered by the following theorem.

Theorem 3.6. If

$$
\begin{equation*}
\lim _{x \rightarrow \infty} b(x) \geq \lim _{x \rightarrow \infty} d(x) \tag{3.6}
\end{equation*}
$$

then all solutions of (3.3) with positive initial data are unbounded.

In particular, no positive periodic solutions are possible in this case. We will prove this theorem via a pair of lemmas.

Lemma 3.7. Given the condition (3.6), a solution, $x(t)$, of equation (3.3) with positive initial data is bounded if and only if $\lim _{t \rightarrow \infty} x(t)=0$.

Proof. Since solutions are continuous, it is clear that if $x(t) \rightarrow 0$, then it is bounded. Now suppose that $x(t)<M$ for all $t$. In this case, define $N=b(M)-d(M)$. Since
$b$ is decreasing and $d$ is increasing, we have that $b(x(t))-d(x(t)) \geq N$ for all $t$. Integrating the differential equation (3.3) yields

$$
\begin{aligned}
x(t) & =x(0)+\int_{0}^{t}[b(x(s-\tau)) x(s-\tau)-d(x(s)) x(s)] d s \\
& =x(0)+\int_{-\tau}^{0} b(x(s)) x(s) d s+\int_{0}^{t-\tau}(b(x(s))-d(x(s))) x(s) d s-\int_{t-\tau}^{t} d(x(s)) x(s) d s .
\end{aligned}
$$

Define $A=x(0)+\int_{-\tau}^{0} b(x(s)) x(s) d s$, which is a constant determined by the initial history of $x$. Continuing from above, we can find a lower bound on $x(t)$ in the following manner

$$
\begin{align*}
x(t) & =A+\int_{0}^{t-\tau}(b(x(s))-d(x(s))) x(s) d s-\int_{t-\tau}^{t} d(x(s)) x(s) d s \\
& \geq A+\int_{0}^{t-\tau} N x(s) d s-\int_{t-\tau}^{t} d(M) M d s \\
& =A-d(M) M \tau+\int_{0}^{t-\tau} N x(s) d s . \tag{3.7}
\end{align*}
$$

Since $x(t)<M$, the lower bound given by (3.7) must be bounded for all $t$. In particular, the integral

$$
\int_{0}^{\infty} N x(s) d s
$$

must be finite, which implies that $x(t) \rightarrow 0$ as $t \rightarrow \infty$, since $x(t)$ is always positive.

Lemma 3.8. The delay differential equation (3.3), under the conditions of Theorem 3.5 has no solutions which approach 0 as $t \rightarrow \infty$.

Proof. Given an initial history, we again begin with
$x(t)=x(0)+\int_{-\tau}^{0} b(x(s)) x(s) d s+\int_{0}^{t-\tau}(b(x(s))-d(x(s))) x(s) d s-\int_{t-\tau}^{t} d(x(s)) x(s) d s$.
Notice that the first three terms of this expression are positive, and the final term is the only negative term. Define $B=\int_{-\tau}^{0} b(x(s)) x(s) d s$. If $x(t) \rightarrow 0$, then there exists
a $T>0$ such that, for all $t>T, x(t)<\frac{B}{2 d(M) \tau}$. Where $M$ is an upper bound on $x(t)$. Now for $t>T$,

$$
\int_{t-\tau}^{t} d(x(s)) x(s) d s \leq \int_{t-\tau}^{t} d(M) \frac{B}{2 d(M) \tau} d s=\frac{B}{2}
$$

Thus, for $t>T, x(t)>\frac{B}{2}$, a contradiction.

Given Lemmas 3.7 and 3.8, it is now obvious that solutions with positive initial data must be unbounded, and thus Theorem 3.6 is proven.

### 3.3 A Specific Single-Species Delay Model

We will now look specifically at

$$
\begin{equation*}
\dot{x}(t)=b x(t-\tau) e^{-a x(t-\tau)}-d x(t), \tag{3.8}
\end{equation*}
$$

which is a particular case of equation (3.3). We will assume that $b>d$, so that we are in the case of Theorem 3.5, where the nontrivial steady state exists.

This particular form of the more general model, with constant per capita death rate and exponentially decaying per capita birth rate has been used in many models, for example [4] and [24], especially those dealing with Nicholson's famous blowfly data ([40], [41]), which sparked much debate about the possibility of chaotic dynamics in natural populations.

Let us begin by looking at the particulars of this case. The nontrivial steady state occurs when $b e^{-a \bar{x}}=d$, i.e., $\bar{x}=\frac{1}{a} \ln \frac{b}{d}$. According to Theorem 3.5 $\bar{x}$ is stable for all $\tau$ if and only if

$$
\left.\frac{d}{d x} b e^{-a x}\right|_{x=\bar{x}}>-2 \frac{d}{\bar{x}}
$$

This is equivalent to the condition $b<d e^{2}$.

Now suppose that $b>d e^{2}$, and let $\alpha=\ln \frac{b}{d}-1$. Then $\alpha>1$ and the characteristic equation is

$$
\lambda=-d \alpha e^{-\lambda \tau}-d
$$

When $\tau=0$, this is $\lambda=-d \alpha-d$. Suppose $\tau>0$ and that $\lambda=i \sigma, \sigma>0$ is a purely imaginary root. Then the real and imaginary parts of the characteristic equation are

$$
\begin{aligned}
& d=-d \alpha \cos (\sigma \tau) \\
& \sigma=d \alpha \sin \sigma \tau
\end{aligned}
$$

Squaring these and summing, we get $\sigma^{2}+d^{2}=d^{2} \alpha^{2}$, i.e. $\sigma=d\left(\alpha^{2}-1\right)^{\frac{1}{2}}$.
Rewriting the real and imaginary parts of the characteristic equation, we see,

$$
\begin{aligned}
& \cos \sigma \tau=-\frac{1}{\alpha}<0 \\
& \sin \sigma \tau=\frac{\left(\alpha^{2}-1\right)^{\frac{1}{2}}}{\alpha}>0
\end{aligned}
$$

So for $\tau_{c}$, the critical delay at which an eigenvalue crosses into the right half-plane, $\sigma \tau_{c} \in\left(\frac{\pi}{2}, \pi\right)$, and the critical delay is

$$
\begin{equation*}
\tau_{c}=\frac{1}{d\left(\alpha^{2}-1\right)^{\frac{1}{2}}} \cos ^{-1}\left(-\frac{1}{\alpha}\right) \tag{3.9}
\end{equation*}
$$

For $\tau>\tau_{c}$ the steady state is unstable. From now on, we will assume that $b>d e^{2}$.

### 3.3.1 Oscillatory Solutions

Now let us take an initial function in the set

$$
K=\left\{\phi \in \mathcal{C}\left([-\tau, 0], \mathbb{R}^{+}\right): \phi(-\tau)=\bar{x}, \phi(t)>\bar{x}, \forall t \in(-\tau, 0]\right\}
$$

So long as $x(t)>\bar{x}$, a solution to (3.8) with an initial history in $K$ will be decreasing, since the entire graph of $b x e^{-a x}$ lies below that of $d x$ when $x>\bar{x}$ (see Figure 3.1). Let us also define the value $x_{m}<\bar{x}$ so that $x_{m} b\left(x_{m}\right)=d \bar{x}$. In the region $\left(x_{m}, \bar{x}\right)$, the
entire graph of $x b(x)$ lies above $d x$, and if a solution remains in this region, then it must be increasing. We now show that any solution with initial history in $K \backslash\{\bar{x}\}$ must oscillate about $\bar{x}$ infinitely often.


Figure 3.1: The growth function, $b(x) x$, and the decay function, $d x$, intersecting at $\bar{x}$

Lemma 3.9. If $\phi \in K$, then there exist times $0<t_{1}<t_{2}$ such that if $x(t)$ is a solution to (3.8) with initial function $\phi$, then $x\left(t_{1}\right)=x\left(t_{2}\right)=\bar{x}, \dot{x}\left(t_{1}\right)<0$ and $\dot{x}\left(t_{2}\right)>0$ and $x(t) \neq \bar{x}$ for any other $t \in\left(0, t_{2}\right)$

Proof. Suppose that $x(t)>\bar{x}$ for all $t$, then $x$ is monotone decreasing and bounded below. Thus, $x(t)$ has a limit, and since $\dot{x}$ must approach 0 as $x$ approaches this limit, it is clear from the differential equation that $x(t) \rightarrow \bar{x}$.

In order to prove that solutions with initial data in the class $K$ cannot remain above $\bar{x}$ and have $\bar{x}$ as a limit, we must now look more carefully at the critical delay length $\tau_{c}$. We know that the nontrivial steady state is unstable if and only if $\tau>\tau_{c}$,
and we have seen that $\sigma \tau_{c} \in\left(\frac{\pi}{2}, \pi\right)$. From the imaginary part of the characteristic equation when $\tau=\tau_{c}$, recall that $\sigma=d \alpha \sin (\sigma \tau)$. We get the following chain of inequalities, given that the nontrivial steady state is unstable

$$
\begin{aligned}
\sigma \tau & >\sigma \tau_{c}>\frac{\pi}{2} \\
\tau & >\frac{\pi}{2} \frac{1}{d \alpha \sin (\sigma \tau)} \\
& >\frac{\pi}{2} \frac{1}{d \alpha}>\frac{1}{d \alpha} .
\end{aligned}
$$

The form of this inequality we will use is

$$
-d \alpha<-\frac{1}{\tau} .
$$

Now consider the function $B(x)=x b(x)$. Taking the derivative at the point $x=\bar{x}$, we get $B^{\prime}(\bar{x})=-d \alpha<0$. Note, in particular, that $B$ is decreasing in a neighborhood of $\bar{x}$. For any slope $s \in\left(B^{\prime}(\bar{x}), 0\right)$, there exists a $\delta>0$ such that for $0<x-\bar{x} \leq \delta, B(x)-B(\bar{x})<s(x-\bar{x})$. In particular, we now take $s=-\frac{1}{\tau}$.

Let $T>\tau$ be a time such that $x(T)=\bar{x}+\delta$. Then for $t \in[T, T+\tau]$ we have

$$
\begin{aligned}
\dot{x}(t) & =B(x(t-\tau))-d(x(t)) \\
& <B(x(t-\tau))-d \bar{x} \\
& <B(x(T))-B(\bar{x})
\end{aligned}
$$

since $x(t)$ is decreasing for $t>0$ and $B$ is decreasing in a neighborhood of $\bar{x}$. Also, $B(\bar{x})=d \bar{x}$. Continuing,

$$
\dot{x}(t)<-\frac{1}{\tau}(x(T)-\bar{x})=-\frac{\delta}{\tau}
$$

But if $\dot{x}(t)<-\frac{\delta}{\tau}$ on the interval [ $\left.T, T+\tau\right]$, then $x(T+\tau)<x(T)-\tau \frac{\delta}{\tau}=\bar{x}$, contradicting the assumption that $x(t)$ remains above $\bar{x}$. We are lead to the conclusion
that there exists a time $t_{1}$ such that $x\left(t_{1}\right)=\bar{x}, x(t)>\bar{x}$ for $t \in\left(0, t_{1}\right)$, and $\dot{x}\left(t_{1}\right)<0$, as desired.

For $t \in\left(t_{1}, t_{1}+\tau\right), x(t) \leq \bar{x}$. To see this, suppose that $x(t)=\bar{x}$, then $\dot{x}(t)=$ $x(t-\tau) b(x(t-\tau))-d \bar{x} \geq 0$. This implies, $x(t-\tau) b(x(t-\tau)) \geq d \bar{x}$, but this is not possible, since at time $t-\tau, x b(x)$ is less than $d \bar{x}$, as is apparent in the figure 3.1. Now suppose that $x(t)<\bar{x}$ for all $t>t_{1}$. Integrating (3.8), one arrives at

$$
\begin{align*}
x(t)-\bar{x} & =\int_{t_{1}-\tau}^{t_{1}} f(x(s)) x(s) d s+\int_{t_{1}}^{t-\tau}(f(x(s))-d) x(s) d s-\int_{t-\tau}^{t} d x(s) d s  \tag{3.10}\\
& \geq \int_{t_{1}}^{t-\tau}(f(x(s))-d) x(s) d s+A-d \tau \bar{x} \tag{3.11}
\end{align*}
$$

where $A$ is defined to be $\int_{t_{1}-\tau}^{t_{1}} f(x(s)) x(s) d s$, and is fixed by the value of the solution before entering the region $x<\bar{x}$. If the integral $\int_{t_{1}}^{t-\tau}(f(x(s))-d) x(s) d s$ fails to converge, then $x(t) \rightarrow \infty$, since the integrand is positive. As this contradicts the assumption that $x(t)<\bar{x}$, we must assume that the integral converges. In particular, the integrand must approach zero. This can occur if and only if $x$ approaches 0 or $\bar{x}$. We can rule out the case of $x(t) \rightarrow 0$ using equation (3.10). As $x \rightarrow 0$, the final term on the right hand side becomes arbitrarily small, and thus $x(t)-\bar{x}>0$. Which contradicts the assumption that $x \rightarrow 0$.

We conclude that if $x(t)<\bar{x}$ then $x(t) \rightarrow \bar{x}$. If this is the case, then there exists a time $T$ so that for $x(t)>x_{m}$ for all $t>T$, and for these times $x(t)$ is increasing.

The proof that a time $t_{2}$ exists such that the solution $x(t)$ must increases across the level $\bar{x}$ at time $t_{2}$ is analogous to the proof of the existence of $t_{1}$, above, and is omitted.

We are easily led to the following, much more general, result.

Corollary 3.10. Any solution of the delay differential equation (3.8) with positive initial data is equal to $\bar{x}$ infinitely often.

Proof. If we assume that the solution $x(t)$ satisfies $x(t)>\bar{x}$ for all $t>T$, then the analysis in the proof of the previous theorem derives a contradiction. Similarly, if $x(t)<\bar{x}$ for $t>T$, the previous proof arrives at a contradiction.

### 3.3.2 An Extension of Previously Known Results

In [32], the author proves the existence of periodic solutions for certain equations of the form

$$
\dot{x}(t)=B(x(t-\tau))-D(x(t)) .
$$

An essential component of this proof, required to guarantee certain properties of the solution map, was the existence of a value $\underline{x} \in\left(x_{M}, \bar{x}\right)$ such that $B\left(D^{-1}(B(\underline{x}))\right)>$ $D(\underline{x})$. In this section, I provide a broader condition, which not only encompasses a larger set in the space of parameters, but is also directly verifiable without the need to find $\underline{x}$. The proof of the existence of periodic solutions from [32] will again apply to this broader case, extending the previous results.

Let $B(x)=x b(x), D(x)=x d(x)$, and let $x_{M}$ be the point at which $B$ achieves its maximum. Also define $x_{m} \in\left(0, x_{M}\right)$ such that $B\left(x_{m}\right)=B(\bar{x})$. If

$$
\begin{equation*}
D^{-1}\left(B\left(D^{-1}\left(B\left(x_{M}\right)\right)\right)\right)>x_{m} \tag{3.12}
\end{equation*}
$$

then the solution operator maps $K$ into $K$.
Suppose that the initial function $\phi \in K$. Then so long as $x(t)$ remains above $\bar{x}$, the solution $x(t)$ is decreasing. As we have seem, the form of the equation dictates that the solution must cross $\bar{x}$ at some point $t_{1}$. For the next $\tau$ time units, the value of $B(x(t-\tau))$ increases, since $x(t-\tau)$ decreases, and $B$ is decreasing for $x>\bar{x}$. Claim: $x(t) \neq \bar{x}$ for $t \in\left(t_{1}, t_{1}+\tau\right)$.

Proof. If $x(\tilde{t})=\bar{x}$ for some $\tilde{t} \in\left(t_{1}, t_{1}+\tau\right)$, and that $\tilde{t}$ is the smallest such time. Then
$D(x(\tilde{t}))=D(\bar{x})=B(\bar{x})>B(x(\tilde{t}-\tau))$, and thus $\dot{x}(\tilde{t})<0$, contradicting the fact that $x(t)<\bar{x}$ for $t \in\left(t_{1}, \tilde{t}\right)$.

So for the interval $\left(t_{1}, t_{1}+\tau\right)$, the solution $x$ is below $\bar{x}$. We now show for these times $x$ is above $x_{m}$. Let us deal with this in two cases: $x$ achieves its minimum at $t_{1}+\tau$, and it achieves its minimum at some time in $\left(t_{1}, t_{1}+\tau\right)$. The first case is impossible, since $\dot{x}\left(t_{1}+\tau\right)=B(\bar{x})-d(x(t))>B(\bar{x})-D(\bar{x})=0$. So the minimum must occur in the interval $\left(t_{1}, t_{1}+\tau\right)$. At the minimum,

$$
\begin{aligned}
0 & =\dot{x}(t)=B(x(t-\tau))-D(x(t)) \\
D(x(t)) & =B(x(t-\tau)) \geq B\left(D^{-1}\left(B\left(x_{M}\right)\right)\right) \\
x(t) & \geq D^{-1}\left(B\left(D^{-1}\left(B\left(x_{M}\right)\right)\right)\right)>x_{m} .
\end{aligned}
$$

Thus, in the interval $\left(t_{1}, t_{1}+\tau\right)$, the solution $x(t)$ remains in the region $\left(x_{m}, \bar{x}\right)$. In this region, $B(y)>D(x)$ for all $x$ and $y$. It follows that $x$ is increasing for $t \geq t_{1}+\tau$ for as long as it remains below $\bar{x}$. By the same argument as before, the solution must cross $\bar{x}$ at some time $t_{2}>t_{1}+\tau$. Arguing analogously to the above, since $x$ stays above $x_{m}$ in the interval $\left(t_{2}-\tau, t_{2}\right)$, the maximum of $x$ on the interval $\left(t_{2}, t_{2}+\tau\right)$ is less that $F\left(x_{M}\right)$.

Thus, $K$ is mapped into $K$ by the solution operator. Now the arguments from Kuang apply to show that periodic solutions exist whenever the steady state is linearly unstable.

For what parameter regimes does the condition (3.12) hold? To begin with, recall that in our case $B(x)=b x e^{-a x}$ and $D(x)=d x$. For our functions $B$ and $D$, the value of $x_{M}$ can be determined by simply checking where $B^{\prime}(x)=0$. One finds that $x_{M}=\frac{1}{a}$. It is much more difficult to determine the value of $x_{m}$. Rather, we can find another condition, equivalent to (3.12), which does not require knowledge of the
actual value of $x_{m}$. One has

$$
\begin{equation*}
B\left(D^{-1}\left(B\left(D^{-1}\left(B\left(x_{M}\right)\right)\right)\right)\right)>B\left(x_{m}\right) \tag{3.13}
\end{equation*}
$$

since $D^{-1}\left(B\left(D^{-1}\left(B\left(x_{M}\right)\right)\right)\right) \in(0, \bar{x})$, and in this region, $x>x_{m}$ is equivalent to $B(x)>B(\bar{x})=d \bar{x}$. To apply this condition, one only needs knowledge of $B\left(x_{m}\right)=$ $B(\bar{x})=\frac{d}{a} \ln \left(\frac{b}{d}\right)$.

Now, insert $x_{M}=\frac{1}{a}$ into (3.13).

$$
\begin{aligned}
b\left(\frac{1}{a}\right) & =\frac{b}{a} e^{-1} \\
D^{-1}\left(B\left(\frac{1}{a}\right)\right) & =\frac{b}{a d} e^{-1} \\
B\left(D^{-1}\left(B\left(\frac{1}{a}\right)\right)\right) & =\frac{b^{2}}{a d} e^{-1} e^{-\frac{b}{d} e^{-1}} \\
D^{-1}\left(B\left(D^{-1}\left(B\left(\frac{1}{a}\right)\right)\right)\right) & =\frac{b^{2}}{a d^{2}} e^{-1} e^{-\frac{b}{d} e^{-1}} \\
B\left(D^{-1}\left(B\left(D^{-1}\left(B\left(\frac{1}{a}\right)\right)\right)\right)\right) & =\frac{b^{3}}{a d^{2}} e^{-1} e^{-\frac{b}{d} e^{-1}} e^{-\frac{b^{2}}{d^{2}} e^{-1} e^{-\frac{b}{d} e^{-1}}}
\end{aligned}
$$

For the condition to hold, we need the expression above to be greater than $B(\bar{x})=$ $\frac{d}{a} \ln \left(\frac{b}{d}\right)$. It is clear then that the only truly independent parameter is $\frac{b}{d}$. In fact, by rescaling the differential equation, we can assume that the parameter $d$ is equal to 1. We have then

$$
\begin{aligned}
& \frac{b^{3}}{a} e^{-1} e^{-b e^{-1}} e^{-b^{2} e^{-1} e^{-b e^{-1}}}>\frac{1}{a} \ln (b) \\
& b^{3} e^{-1} e^{-b e^{-1}} e^{-b^{2} e^{-1} e^{-b e^{-1}}}>\ln (b)
\end{aligned}
$$

This condition is by no means easy on the eye. We can plot the difference of the left and right hand sides (see Figure 3.2), and see when the function is positive, in order to get an idea of the range of the parameter $b$ for which the condition is satisfied. Recall that we are only interested in $b>e^{2}$, which is approximately 7.3891 .


Figure 3.2: The graph of $b^{3} e^{-1} e^{-b e^{-1}} e^{-b^{2} e^{-1} e^{-b e^{-1}}}-\ln (b)$ against $b$. When $b>e^{2}$ and this function is positive, we can prove the existence of periodic solutions to the delay differential equation (3.8)

### 3.4 Delay Dependent Parameters

Staying with the same model as in the previous section, let us examine the effect of allowing one of the parameters to depend on the length of the delay $\tau$. Specifically, consider

$$
\begin{equation*}
\dot{x}(t)=b e^{-\mu \tau} x(t-\tau) e^{-a x(t-\tau)}-d x(t) . \tag{3.14}
\end{equation*}
$$

Since the first term in this equation represents recruitment or birth rate, the modification of this parameter could represent the decreased survivorship over a longer incubation or maturation time. I will examine the effect of this delay dependence on the existence and stability of the nontrivial steady state.

The mathematical difficulty imposed by this alteration is twofold. First of all, the location of the steady state will now vary with the length of the delay. Secondly,
the form of the characteristic equation will change due to the direct inclusion of the delay in the parameters, and the indirect changes resulting from the varying location of the steady state.

Let us begin by locating the steady states of the model (3.14). The zero steady state still exists, and a nontrivial steady state is given by

$$
b e^{-\mu \tau} e^{-a \bar{x}}=d
$$

which leads to

$$
\bar{x}=\frac{1}{a} \ln \frac{b}{d e^{\mu \tau}}
$$

In particular, if $\tau>\frac{1}{\mu} \ln \frac{b}{d}$, there is no positive steady state. In this case, given positive initial data, we have

$$
\dot{x}(t) \leq b e^{-\mu \tau} y(t-\tau)-d y(t)
$$

with $b e^{-\mu \tau}<d$, so the solution goes to 0 , and the trivial steady state is globally stable.

Now we examine the characteristic equation for the positive steady state, given a particular delay $\tau<\frac{1}{\mu} \ln \frac{b}{d}$. We linearize the equation (3.14) as usual, and assume an exponential solution to get the new characteristic equation

$$
\begin{equation*}
\lambda=-d \alpha(\tau) e^{-\lambda \tau}-d \tag{3.15}
\end{equation*}
$$

where $\alpha(\tau)=1-\ln \frac{b}{d e^{\mu \tau}}$.
This characteristic equation is essentially the same as that for the delay-independent case; only $\alpha(\tau)$ is affected. In the case of delay-independent parameters, we found a critical time delay $\tau_{c}$, given in equation (3.9), such that the characteristic equation

$$
\lambda=-d \alpha e^{-\lambda \tau}-d
$$

has a root with positive real part if and only if $\tau>\tau_{c}$. We will now use this result to get the condition for instability of (3.14).

Theorem 3.11. The nontrivial steady state of the delay differential equation (3.14) is unstable if and only if

$$
\begin{equation*}
\tau>\frac{1}{d\left(\alpha(\tau)^{2}-1\right)^{\frac{1}{2}}} \cos ^{-1}\left(-\frac{1}{\alpha(\tau)}\right) \tag{3.16}
\end{equation*}
$$

Notice in particular that this condition includes the requirement that $\alpha(\tau)^{2}-1>$ 0 , which is equivalent to $\ln \frac{b}{d e^{\mu \tau}}\left(\ln \frac{b}{d e^{\mu \tau}}-2\right)>0$. This is equivalent to the condition that $b e^{-\mu \tau}>d e^{2}$, similar to the condition $b>d e^{2}$, which needed to be satisfied in order for a change of stability to occur in the delay-independent case. So we have

Theorem 3.12. The positive steady state of (3.14) exists and is unstable if and only if $\tau<\frac{1}{\mu} \ln \frac{b}{d}$, and inequality (3.16) is satisfied. In this case, all solutions with positive initial data oscillate about the steady state.

### 3.5 Another General Model

Now let us turn our attention to a slightly different model formulation.

$$
\begin{equation*}
\dot{x}(t)=(b(x(t-\tau))-d(x(t))) x(t) \tag{3.17}
\end{equation*}
$$

where $b$ and $d$ are again decreasing and increasing, respectively. As opposed to the model in equation 3.3, in this model, only the nonlinear components of the birth term are delayed. This could be thought of to correspond to a delayed density dependence in the per capita birth rate. The delayed logistic models is a particular example of (3.17). Dynamics of this form often form part of predator-prey and food chain models, for example [37].

The conditions for the existence of a positive steady state are the same as before, but the linearizations are different. As before, we have the following two results, which are included for completeness, in spite of their simplicity.

Theorem 3.13. If $b(0)<d(0)$, then the delay differential equation (3.17) has no positive steady state, and the trivial steady state is globally asymptotically stable.

Proof. It is clear that $\dot{x}(t) \leq(b(0)-d(0)) x(t)$, and so solutions to the full delay differential equation are bounded by $x(0) e^{(b(0)-d(0)) t}$, which approaches 0 as $t \rightarrow$ $\infty$.

Theorem 3.14. If

$$
\lim _{x \rightarrow \infty} b(x)>\lim _{x \rightarrow \infty} d(x)
$$

in equation (3.17), then any solution with positive initial history approaches $\infty$ as $t \rightarrow \infty$

Proof. It is clear in this case that the graph of $\max _{x \geq 0} d(x)<\min _{x \geq 0} b(x)$, so $\dot{x}(t)$ is positive for all $t$. If such an increasing solution is bounded, then it has a limit $L>0$, but this would imply $0=\lim _{t \rightarrow \infty} \dot{x}(t)=(b(L)-d(L)) L$, which is clearly impossible.

The most interesting case of this model is, however, when the graphs of $b$ and $d$ intersect, so that there is a nontrivial steady state. In contrast to the model (3.3), in this case the nontrivial steady state does not always change stability. Let $x(t) \equiv \bar{x}$ be the unique positive steady state of this delay differential equation, i.e. $b(\bar{x})=d(\bar{x})$. Then the linearization of the equation about this steady state is

$$
\begin{equation*}
\dot{x}(t)=b^{\prime}(\bar{x}) \bar{x} x(t-\tau)-d^{\prime}(\bar{x}) \bar{x} x(t), \tag{3.18}
\end{equation*}
$$

and the characteristic equation is

$$
\begin{equation*}
\lambda=-a e^{-\lambda \tau}-b, \tag{3.19}
\end{equation*}
$$

where we define

$$
\begin{aligned}
& a=-b^{\prime}(\bar{x}) \bar{x}>0, \text { and } \\
& b=d^{\prime}(\bar{x}) \bar{x}>0 .
\end{aligned}
$$

When the delay $\tau$ is sufficiently small, this characteristic equation has only roots with negative real part, and the steady state is stable. For some parameter regimes, however, longer delays result in an unstable steady state. These results are summarized in the following theorem.

Theorem 3.15. If $d^{\prime}(\bar{x})>-b^{\prime}(\bar{x})$, then the nontrivial steady state $\bar{x}$ is linearly stable for all $\tau$. For $d^{\prime}(\bar{x})<-b^{\prime}(\bar{x})$, there exists a $\tau_{c}$ such that for $\tau<\tau_{c}$, the steady state is stable, and for $\tau>\tau_{c}$, it is unstable.

Proof. We have the characteristic equation (3.19). Write $\lambda=\mu+i \sigma$, and we can separate this equation into its real and imaginary parts, yielding

$$
\begin{align*}
\mu+b & =-a e^{-\mu \tau} \cos (\sigma \tau)  \tag{3.20}\\
\sigma & =a e^{-\mu \tau} \sin (\sigma \tau) \tag{3.21}
\end{align*}
$$

If $b>a$ and $\mu \geq 0$, then the magnitude of the left hand side of the real part (3.20) is always strictly greater than the magnitude of the right hand side. Thus only roots with negative real part exist, for all $\tau$. This proves the first part of the theorem.

Now suppose $a>b$. It is clear that when $\tau=0$, the steady state is stable $(\lambda=-a-b<0)$. We use the method described in Chapter 2. The derived polynomial equation in this case is $\sigma^{2}+b^{2}-a^{2}=0$. This has a solution if and only if
$a>b$. Since there is only one possible imaginary root, once a root passes to the right half plane, further increases in $\tau$ cannot remove it, so the steady state is unstable for all $\tau>\tau_{c}$. This completes the proof of the second part.

### 3.6 Constant per capita Death Rates

Now let us specify to the case of $d(x)=d$, a constant, so that we have the differential equation

$$
\begin{equation*}
\dot{x}(t)=(b(x(t-\tau))-d) x(t) \tag{3.22}
\end{equation*}
$$

We will focus on the interesting case, where $b(0)>d, b$ is decreasing and $b(\bar{x})=d$ for some unique $\bar{x}$. For this case, we prove that this system has periodic orbits when the nontrivial steady state is unstable.

Let us begin with the linear stability analysis. The nontrivial steady state, $\bar{x}$ exists, and the linearization at this point is

$$
\begin{equation*}
\dot{x}(t)=b^{\prime}(\bar{x}) \bar{x} x(t-\tau) . \tag{3.23}
\end{equation*}
$$

This leads to the characteristic equation

$$
\begin{equation*}
\lambda=-\beta e^{-\lambda \tau} \tag{3.24}
\end{equation*}
$$

where $\beta=-b^{\prime}(\bar{x}) \bar{x}>0$. Note that when $\tau=0$, the steady state is stable, as the characteristic equation has exactly one root, which is negative. If we separate the components of the eigenvalue as $\lambda=\mu+i \sigma$, then the real and imaginary parts of the characteristic equation are

$$
\begin{align*}
& \mu=-\beta e^{-\mu \tau} \cos (\sigma \tau)  \tag{3.25}\\
& \sigma=\beta e^{-\mu \tau} \sin (\sigma \tau) \tag{3.26}
\end{align*}
$$

Now suppose that (3.24) has a purely imaginary root, $\lambda=i \sigma$. The equation becomes,

$$
\begin{align*}
& 0=-\beta \cos (\sigma \tau),  \tag{3.27}\\
& \sigma=\beta \sin (\sigma \tau) . \tag{3.28}
\end{align*}
$$

We are looking for the smallest positive value of $\tau$ such that there is a solution $\sigma>0$. From the real part (3.27), we see that $\sigma \tau=\frac{\pi}{2}$ is the smallest possible value for this product. Using this information in the imaginary part (3.28) we see that $\sigma=\beta=-b^{\prime}(\bar{x}) \bar{x}$. So we see that the critical delay $\tau_{c}$ at which the first eigenvalue with positive real part emerges is $\tau_{c}=\frac{\pi}{2 \sigma}$, i.e.,

$$
\begin{equation*}
\tau_{c}=\frac{-\pi}{2 b^{\prime}(\bar{x}) \bar{x}}, \tag{3.29}
\end{equation*}
$$

and for $\tau>\tau_{c}$, the nontrivial steady state $\bar{x}$ is unstable.
Any characteristic root of (3.24) with positive real part is also simple. If not, then we must have

$$
\begin{align*}
& \lambda=-\beta e^{-\lambda \tau}  \tag{3.30}\\
& 1=\beta \tau e^{-\lambda \tau} \tag{3.31}
\end{align*}
$$

Substituting the first formula in the second gives

$$
\begin{equation*}
1=-\tau \lambda \tag{3.32}
\end{equation*}
$$

and it is clear that is $\operatorname{Re}(\lambda)>0$, then equation (3.32) cannot be.
Let us take the time now to record a couple of facts which we will refer to in proving later results. If we choose the delay $\tau$ such that the steady state is unstable, then $b^{\prime}(\bar{x})<\frac{-\pi}{2 \bar{x} \tau}$. Furthermore, when $\mu>0, \cos (\sigma \tau)<0$ (from equation (3.25)) and $\sin (\sigma \tau)>0$, when we consider the complex root with nonnegative imaginary part. So $\sigma \tau \in\left(\frac{\pi}{2}, \pi\right)$.

Lemma 3.16. Suppose that $x(t)$ is a solution of equation (3.22), $x\left(t_{0}\right)=\bar{x}$, and $x(t)<\bar{x}$ for all $t \in\left[t_{0}-\tau, t_{0}\right]$. Then for all $t>t_{0}, x(t)<\bar{x} e^{(b(0)-d)) \tau}=M$.

Proof. The function $x(t)$ is increasing for $t \in\left[t_{0}, t_{0}+\tau\right]$, since $b(x(t-\tau))>d$ for these times. Since $b(x)$ is a decreasing function, $\dot{x}(t) \leq(b(0)-d) x(t)$, so it is clear that $x\left(t_{0}+\tau\right) \leq M$. For $t \in\left[t_{0}+\tau, t_{0}+2 \tau\right], b(x(t-\tau))<d$, so $x(t)$ is decreasing. If $x(t)$ remains above $\bar{x}$ for all $t \geq t_{0}$, then it is always decreasing, and $x(t)<M, \forall t$. Otherwise, there is a time, $t_{1}$ such that $x\left(t_{1}\right)=\bar{x}$. In this case, $x(t)$ decreases on the interval $\left[t_{1}, t_{1}+\tau\right]$. If $x(t)$ now remains below $\bar{x}$ for $t>t_{1}$, then we are done. Otherwise, there is a time $t_{2}$ such that $x\left(t_{2}\right)=\bar{x}$. We have returned to the situation of the lemma. So we have proven that such solutions either oscillate about $\bar{x}$ with $x(t)<M$, or else are eventually monotone (in which case $x(t) \rightarrow \bar{x}$ ).

The final preparatory definition we require is of a subset, $K \subset \mathcal{C}\left([-\tau, 0], \mathbb{R}^{+}\right)$of the Banach space of initial functions.

$$
K=\left\{\phi \in \mathcal{C}\left([-\tau, 0], \mathbb{R}^{+}\right): \phi(-\tau)=\bar{x}, \phi \text { nondecreasing, and } \phi(0) \leq M\right\}
$$

We will show that for any solution $x(t)$ with initial function $\phi \in K_{1}=K \backslash\{\bar{x}\}$, there is a time $\tilde{t}=\tilde{t}(\phi)$ such that $x(\tilde{t}+s)$ is in $K_{1}$.

Theorem 3.17. Suppose that $\phi \in K_{1}$, and that $x(t)$ is the solution to the differential equation (3.22) with initial function $\phi$. Then there exists a time $t_{1}$ such that $x\left(t_{1}\right)=$ $\bar{x}$, and $\dot{x}\left(t_{1}\right)<0$. Further, there exists a time $t_{2}>t_{1}+\tau$ such that $x\left(t_{2}\right)=\bar{x}$ and $\dot{x}\left(t_{2}\right)>0$. If $\tilde{t}=t_{2}+\tau$, then the function defined by $x(\tilde{t}+s)$ for $-\tau \leq s \leq 0$ is in $K_{1}$.

Proof. Suppose that $t_{1}$ does not exist, then for $t>0, x(t)$ is decreasing and bounded below by $\bar{x}$. It follows that $x(t)$ approaches a limit $L$ as $t \rightarrow \infty$. This is only possible
if $L=\bar{x}$. Since $b^{\prime}(\bar{x})<\frac{-\pi}{2 \bar{x} \tau}$, for any $\alpha<\frac{\pi}{2}$, it is true that

$$
b(x)-b(\bar{x}) \leq-\frac{\alpha}{\tau \bar{x}}(x-\bar{x})
$$

for $x$ such that $|x-\bar{x}|<\delta^{\prime}=\delta^{\prime}(\alpha)$. In particular, this is true for $\alpha=1$. See Figure (3.3) for an illustration of this fact. Choose $\delta<\min \left\{x(\tau), \delta^{\prime}(1)\right\}$. For $x-\bar{x}>\delta$,


Figure 3.3: The function $b(x)$, its tangent, and a line with slope greater than the tangent

$$
b(x)-d<b(\bar{x}+\delta)-d<-\frac{1}{\tau \bar{x}} \delta
$$

since $b(\bar{x})=d$.
Now let $T$ be a time such that $x(T)=\bar{x}+\delta$. Due to the definition of $\delta, T>\tau$, and $x(t)>\bar{x}+\delta$ for $t \in[T-\tau, T)$. Then for $t \in[T, T+\tau]$, we have

$$
\begin{aligned}
\dot{x}(t) & =(b(x(t-\tau))-d) x(t) \\
& \leq(b(x(t-\tau))-d) \bar{x} \\
& \leq-\frac{1}{\tau \bar{x}} \delta \bar{x}=-\frac{\delta}{\tau} .
\end{aligned}
$$

Now $x(T+\tau)<x(T)-\frac{\delta}{\tau} \tau=x(T)-\delta=\bar{x}$, which is a contradiction.
We have shown that any solution with initial history in $K_{1}$ must cross the nontrivial steady state, at a time which we call $t_{1}$. From this crossing time, the solution continues to decrease for exactly $\tau$ units of time, and then begins to increase. We now show that the solution must reach the nontrivial steady state again. Essentially the same analysis works are before, now we have

$$
b(x)-b(\bar{x}) \geq-\frac{1}{\tau \bar{x}}(x-\bar{x})=\frac{1}{\tau \bar{x}}(\bar{x}-x)
$$

From this point on, the work is analogous, with the directions of the inequalities reversed.

The next order of business is to show that the steady state $\bar{x}$ is an ejective fixed point to the return map. To do this we follow a method described in Kuang [32] (Section 2.9) and proven by Chow and Hale [9]. If we consider the linearized equation

$$
\dot{x}(t)=-\beta x(t-\tau)
$$

then for any eigenvalue $\lambda$, there is a decomposition of the space of initial functions $\mathcal{C}\left([-\tau, 0], \mathbb{R}^{+}\right)=P_{\lambda} \oplus Q_{\lambda}$ into subspaces invariant under the solution operator, and $P_{\lambda}$ is the generalized eigenspace of eigenvalue $\lambda$. Let $\pi_{\lambda}$ be the projection onto $P_{\lambda}$. Rather than proving it directly from the definition, we will use the following theorem to show that the steady state $\bar{x}$ is ejective.

Theorem 3.18. Suppose that the following conditions are satisfied:

1. There is a characteristic root $\lambda$ with $\operatorname{Re}(\lambda)>0$.
2. There is a closed convex set $K, \bar{x} \in K$ and $\delta>0$ so that

$$
\inf \left\{\left\|\pi_{\lambda}(\phi)\right\|: \phi \in K,\|\phi\|=\delta\right\}>0
$$

3. There is a completely continuous function $\tau: K \backslash\{\bar{x}\} \rightarrow[\alpha, \infty), \alpha \geq 0$ such that the map defined by

$$
A \phi=x_{\tau(\phi)}(\phi), \quad \phi \in K \backslash\{\bar{x}\},
$$

takes $K \backslash\{\bar{x}\}$ into $K$ and is completely continuous.

Then $\bar{x}$ is ejective.

Since the eigenvalue $\lambda$ is simple, $P_{\lambda}$ is a one dimensional space. We define

$$
\begin{aligned}
\phi_{1}(\theta) & =\frac{1}{1+\lambda \tau} e^{\lambda \theta}=\gamma e^{\lambda \theta}, \text { for } \theta \in[-\tau, 0] \\
\psi(s) & =e^{-\lambda s}, \text { for } s \in[0, \tau] \\
\Phi_{1} & =\left(\phi_{1}, \bar{\phi}_{1}\right) \\
\Psi & =(\psi, \bar{\psi}) .
\end{aligned}
$$

For the linear operator $L$ in (3.23) and $\phi \in K_{1}$ we define a measure $\eta(\theta)$, by

$$
\begin{gathered}
L(f)=-\beta \phi(-\tau)=\int_{-\tau}^{0} d \eta(\theta) \phi(\theta) \\
\eta(-\tau)=0, \eta(\theta)=-\beta, \text { for } \theta \in(-\tau, 0]
\end{gathered}
$$

We now compute the bilinear form

$$
\begin{aligned}
\left(\psi, \phi_{1}\right) & =\psi(0) \phi_{1}(0)-\int_{-\tau}^{0} \int_{0}^{\theta} \psi(\xi-\theta) \phi_{1}(\xi) d \xi d \eta(\theta) \\
& =\gamma+\int_{-\tau}^{0} \int_{-\tau}^{\xi} \psi(\xi-\theta) \phi_{1}(\xi) d \eta(\theta) d \xi \\
& =\gamma-\int_{-\tau}^{0} \beta \psi(\xi+\tau) \phi_{1}(\xi) d \xi \\
& =\gamma-\gamma \beta \int_{-\tau}^{0} e^{-(\xi+\tau) \lambda} e^{\lambda \xi} d \xi \\
& =\gamma\left(1-\beta \tau e^{-\lambda \tau}\right)=\gamma(1+\lambda \tau)=1
\end{aligned}
$$

Also, we have

$$
\begin{aligned}
\frac{1}{\gamma}\left(\bar{\psi}, \phi_{1}\right) & =1-\beta \int_{-\tau}^{0} e^{-\bar{\lambda}(\xi+\tau)} e^{\lambda \xi} d \xi \\
& =1-\beta e^{-\bar{\lambda} \tau}\left[\frac{1}{\lambda-\bar{\lambda}} e^{(\lambda-\bar{\lambda}) \xi}\right]_{-\tau}^{0} \\
& =1-\beta \frac{1}{\lambda-\bar{\lambda}}\left(e^{-\bar{\lambda} \tau}-e^{-\lambda \tau}\right) \\
& =\frac{1}{\bar{\lambda}-\lambda}\left(\lambda+\beta e^{-\lambda \tau}-\left(\bar{\lambda}+\beta e^{-\bar{\lambda} \tau}\right)\right)=0
\end{aligned}
$$

From these two computations, it follows readily that $\left(\psi, \bar{\phi}_{1}\right)=0$ and $\left(\bar{\psi}, \bar{\phi}_{1}\right)=1$. So, $\left(\Psi, \Phi_{1}\right)$ is the identity, so for any $\phi \in \mathcal{C}\left([-\tau, 0], \mathbb{R}^{+}\right), \pi_{\lambda} \phi=\Phi_{1}(\Psi, \phi)$. So we need to show that

$$
\inf \left\{\|(\psi, \phi-\bar{x})\|: \phi \in K_{1},\|\phi-\bar{x}\|=\delta\right\}>0
$$

Let $\lambda=\mu_{i} \sigma$, and recall that $\mu>0, \sigma \tau \in\left(\frac{\pi}{2}, \pi\right)$. We can compute the coefficient $(\psi, \phi-\bar{x})$, and split it into its real and imaginary parts, yielding

$$
\begin{align*}
& \text { Real part: } \phi(0)-\bar{x}-\beta \int_{-\tau}^{0} e^{-\mu(\xi+\tau)}(\phi(\xi)-\bar{x}) \cos (\xi+\tau) \sigma d \xi  \tag{3.33}\\
& \text { Imaginary part: } \beta \int_{-\tau}^{0} e^{-\mu(\xi+\tau)}(\phi(\xi)-\bar{x}) \sin (\xi+\tau) \sigma d \xi \tag{3.34}
\end{align*}
$$

If the infimum is 0 , then there is a sequence $\phi_{n} \in K_{1}$ with $\left\|\phi_{n}-\bar{x}\right\|=\delta$, and both the real and imaginary parts above go to zero. For the given range of $\sigma$ and $\xi, \sin (\xi+\tau) \sigma>0$ and bounded away from 0 when $\xi$ is near 0 . Further, $\phi_{n}-\bar{x}$ is increasing, so the integral in (3.34) can only go to zero only if $\left\|\phi_{n}-\bar{x}\right\| \rightarrow 0$, which is a contradiction. Thus the fixed point $\bar{x}$ is ejective, and we can apply the Theorem (3.2). This system has periodic solutions when the steady state is unstable.

### 3.7 Delay Dependent Parameters



Figure 3.4: Solutions of the $\dot{x}(t)=\left(b e^{-a x(t-\tau)}-d\right) x(t)$, with $a=0.1, b=10, d=1$, with initial function $\bar{x}+10 t$ on $[-\tau, 0] . \tau_{c}=0.6822$. The upper graph is for $\tau=1$, and the second for $\tau=0.5$.

As in section 3.4, we will now examine the effects of allowing a parameter in the equation (3.22) depend on the delay, $\tau$. We will use the same type of dependence, so that we are interested in

$$
\begin{equation*}
\dot{x}(t)=\left(e^{-\mu \tau} b(x(t-\tau))-d\right) x(t) . \tag{3.35}
\end{equation*}
$$

This form of the delay model allows us to obtain much more explicit results than were possible in Section 3.4. The location of the nontrivial steady state is now the value $\bar{x}$, for which

$$
b(\bar{x})=d e^{\mu \tau}
$$

and since $b$ is decreasing, the $\bar{x}$ is no longer biologically meaningful if $b(0)<d e^{\mu \tau}$. Thus as $\tau$ increases, the nontrivial steady state will disappear.

The characteristic equation for (3.35) is

$$
\lambda=e^{-\mu \tau} b^{\prime}(\bar{x}) \bar{x} e^{-\lambda \tau},
$$

which is similar in form to the characteristic equation (3.24) for the delay-independent case. We can use the analysis use in the previous section to prove the following result.

Theorem 3.19. If

$$
\begin{equation*}
\frac{\pi e^{\mu \tau}}{-2 b^{\prime}(\bar{x}) \bar{x}}<\tau<\frac{1}{\mu} \log \frac{b(0)}{d}, \tag{3.36}
\end{equation*}
$$

then the nontrivial steady state of (3.35) exists and is unstable. Furthermore, there exist positive, periodic solutions of this differential equation.

It must be remembered that $\bar{x}$ is a decreasing function of $\tau$. The first inequality in (3.36) is the condition for instability, obtained from our calculations of the critical delay, $\tau_{c}$, in the delay-independent case. The second inequality is the condition for the positivity of the nontrivial steady state.

If we specify to the case where $b(x)=b e^{-a x}$, as we have considered previously, then the picture becomes remarkably clear. In this case, $b^{\prime}(\bar{x})=-a b(\bar{x})=-a d e^{\mu \tau}$, $b(0)=b$, and $\bar{x}=\frac{1}{a} \ln \frac{b}{d e^{\mu \tau}}$. Thus the condition for the instability of the steady state (3.36) becomes

$$
\begin{aligned}
\tau & >\frac{\pi}{-2 a d \bar{x}} \\
& =\frac{\pi}{2 d \ln \frac{b}{d e^{-\mu \tau}}} \\
& =\frac{\pi}{2 d} \frac{1}{\ln \frac{b}{d}-\mu \tau}
\end{aligned}
$$

This becomes the quadratic equation in $\tau$,

$$
\mu \tau^{2}-\tau \ln \frac{b}{d}+\frac{\pi}{2 d}<0
$$

which is satisfied if and only if

$$
\begin{equation*}
\frac{1}{2 \mu}\left(\ln \frac{b}{d}-\sqrt{\left(\ln \frac{b}{d}\right)^{2}-\frac{2 \pi \mu}{d}}\right)<\tau<\frac{1}{2 \mu}\left(\ln \frac{b}{d}+\sqrt{\left(\ln \frac{b}{d}\right)^{2}-\frac{2 \pi \mu}{d}}\right) \tag{3.37}
\end{equation*}
$$

If $\left(\ln \frac{b}{d}\right)^{2}<\frac{2 \pi \mu}{d}$, then no change of stability occurs.
Next we apply the second inequality from (3.36), which guarantees the existence of a positive steady state. We get $\tau<\frac{1}{\mu} \ln \frac{b}{d}$. Note that this bound lies within the bounds provided in (3.37). In fact, this is exactly the midpoint of the left and right bounds. Putting these facts together, we arrive at the following theorem.


Figure 3.5: Solutions of the (3.35) with $a=0.1, b=10, d=1, \mu=.7$, with initial function constantly 5 on $[-\tau, 0]$. The $\tau$-region of instability determined in Theorem 3.20 is [1.3520, 3.2894]. The graphs are for $\tau=0.7, \tau=2$ and $\tau=4$, respectively.

Theorem 3.20. Consider the delay differential equation

$$
\begin{equation*}
\dot{x}(t)=\left(b e^{-\mu \tau} e^{-a x(t-\tau)}-d\right) x(t) \tag{3.38}
\end{equation*}
$$

with $b>d$. If

$$
\left(\ln \frac{b}{d}\right)^{2}<\frac{2 \pi \mu}{d}
$$

then the nontrivial steady state is stable for all delays $\tau$ for which it exists. Otherwise, for

$$
\frac{1}{2 \mu}\left(\ln \frac{b}{d}-\sqrt{\left(\ln \frac{b}{d}\right)^{2}-\frac{2 \pi \mu}{d}}\right)<\tau<\frac{1}{\mu} \ln \frac{b}{d}
$$

the nontrivial steady state is unstable, and positive periodic solutions exist. For smaller $\tau$, the nontrivial steady state is stable, and for larger $\tau$, it is no longer positive, and the zero steady state is globally stable.

## CHAPTER 4

## Predator-Prey Interaction Models

### 4.1 The Lotka-Volterra Predator-Prey Interaction Model

One of the most universally recognized models in mathematics is the classic model for the interaction of a single predator species and a single prey specie developed by Alfred Lotka [34] and Vito Volterra [53]. If we let $x$ represent the prey species, and we let $y$ represent the predator species, then the model has the form,

$$
\begin{align*}
& \dot{x}(t)=a x-b x y  \tag{4.1}\\
& \dot{y}(t)=c x y-d y
\end{align*}
$$

where $a, b, c$ and $d$ are positive constants. We see that this model includes an exponential growth term for prey in the absence of predation, and an exponential decay for predators in the absence of prey. The interaction of the two species is represented by a mass action term, which implicitly assumes that the two species encounter each other at a rate proportional to each population level, and that the effect of predation on each is in turn proportional to the number of encounters.

This system of two ordinary differential equations has two steady state solutions, $(0,0)$ and $\left(\frac{d}{c}, \frac{a}{b}\right)$. It is well known that the trivial steady state is a saddle, while the nontrivial steady state is a center, and solutions in the phase plane form an infinite family of periodic orbits (Figure 4.1).


Figure 4.1: Periodic solutions of the Lotka-Volterra model with all parameters equal to 1

Periodic solutions are certainly a desirable feature of a model of predator-prey interaction, as near-periodic behaviors are often observed in nature ([18], [19], [46], [31]), although it is likely that predation is not the only factor contributing to long phase cyclic dynamics. Unfortunately, the basic Lotka-Volterra model (4.1) is not mathematically sound. It is structurally unstable, that is, an arbitrarily small change in the nature of the model fundamentally changes the qualitative behavior of the solutions.

For example, we could change the system in the following way

$$
\begin{aligned}
\dot{x}(t) & =a x-b x y-\varepsilon x^{2} \\
\dot{y}(t) & =c x y-d y
\end{aligned}
$$

$\varepsilon>0$. This alteration corresponds to changing the growth of the prey in the absence of predation to logistic growth with a very large carrying capacity $\left(\frac{a}{\varepsilon}\right)$. This small
change in the nature of the model completely alters the nature of the phase portrait of the models. The infinite family of periodic orbits is lost and replaced by solutions which all approach the nontrivial steady state (Figure 4.2).


Figure 4.2: Solutions to the perturbed Lotka-Volterra model, $\varepsilon=.2, a=b=c=d=1$

There are several possible ways of making the Lotka-Volterra system more palatable mathematically and biologically, each leading to interesting modelling questions and mathematical results. To begin with, we will retain the logistic growth term for the prey population in the absence of predation. Ideally, we will develop a model which corresponds well with biologically observed behavior regimes, including some kind of periodic behavior or sustained oscillation, and which is mathematically robust.

One option is to include stochastic effects in the model. This can often lead to sustained oscillations due to the constant perturbation of the system. While this is an intriguing option, it is beyond the scope of my current research.

Another option is to choose more robust nonlinearities in the predation term. While mass action is reasonable, it is not the only possibility. If we write the predation term as $p(x) y, p(x)$ is known as the functional response, and is a quantification of the relative responsiveness of the predation rate to changes in prey density at various population levels of prey. Kot [30] and Begon [1] describe four categories of functional response encountered in the ecological literature ([25], [26], [27], [28], [13]). Type I is the standard mass action or linear response

$$
p(x)=c x .
$$

Type II is the so-called Monod response

$$
p(x)=\frac{c x}{a+x}
$$

which is hyperbolic, with a saturation level (c) due to the time it takes to handle prey. Type III is a sigmoidal response

$$
p(x)=\frac{c x^{2}}{a^{2}+x^{2}}
$$

which includes the feature that predators are inefficient when prey levels are low. These three types of functional response are all increasing functions of the prey population $x$. A Type IV response includes a decrease at large population levels, corresponding to prey group defenses or toxicity to predators. In the following, we will consider functional responses of Types I-III.

Thirdly, one may alter the Lotka-Volterra model by including a delay. A delay takes into account the non-instantaneous nature of biological processes. Statistical evidence has been reported ([49], [50]) of delayed effects in the density dependence of the growth rate of several insect and plant species. Another possibility for the inclusion of delays is in the interaction term $p(x) y$. This would represent the time
necessary to convert prey biomass into predator biomass, for instance due to gestation periods or time required for maturation. Some ecologists have also suggested that the inclusion of a delay could help to explain certain phenomena observed in long population cycles [5]. The inclusion of delays make the analysis of these models more difficult, but also broadens the spectrum of possible behavior regimes.

### 4.2 A Delay Model of Predator-Prey Interaction

We will look at a system with three populations, $x$ is the prey population, $y$ represents mature predators, and $y_{j}$ is the juvenile predator population, which does not hunt.

$$
\begin{align*}
\frac{d x}{d t} & =r x\left(1-\frac{x}{K}\right)-y p(x)  \tag{4.2}\\
\frac{d y}{d t} & =b e^{-d_{j} \tau} y(t-\tau) p(x(t-\tau))-d y(t)  \tag{4.3}\\
\frac{d y_{j}}{d t} & =b y(t) p(x(t))-b e^{-d_{j} \tau} y(t-\tau) p(x(t-\tau))-d_{j} y_{j}(t) \tag{4.4}
\end{align*}
$$

Let us look at the third equation in more detail. Consumed prey are converted to juvenile (immature) predator instantly with a conversion rate $b$. They remain in this stage of development for $\tau$ units of time, decaying exponentially at rate $d_{j}$. After this time, the survivors are removed to the class of mature predators $y$. It is easy to see that the third equation can be decoupled from the others, as the quantity $y_{j}$ does not appear in either of the first two equations. This gives a system of two equations, and a change of variables simplifies things as well, so that we are left with

$$
\begin{align*}
\dot{x}(t) & =x(1-x)-y p(x)  \tag{4.5}\\
\dot{y}(t) & =b e^{-d_{j} \tau} y(t-\tau) p(x(t-\tau))-d y .
\end{align*}
$$

The function $p(x)$ represents the adult predators functional response to prey, and we make the following assumptions

- $p(0)=0$, i.e., no predation occurs in the absence of prey,
- $p$ is increasing,
- $p(x) / x$ is bounded and not 0 at $x=0$.

These requirements include function responses of types I, II and III, but not IV, as the latter violate the second requirement.

The most important feature of the model is the term

$$
p(x(t-\tau)) y(t-\tau)
$$

with the delay in both state variables. Due to this, the $\frac{d y}{d t}$ is no longer proportional to $y(t)$, the current state of the system. If the delay were omitted from $y(t)$, the behavior of this system would be much simpler to understand. Biologically, however, this type of nonlinear inclusion of the delay is entirely natural, and more logical than including the delay only in the $x$ term. In fact, this type of term is common in delayed infection disease models [14], [39].

### 4.3 Preliminary Analysis

We begin by establishing some basic properties of solutions to the system (4.5).

- Given positive initial data, solutions remain positive for all time.
- Solutions are bounded (in fact, eventually uniformly bounded regardless of initial data).
- Thirdly, we need to determine steady states and their stability.
- The non-trivial steady state becomes unstable for larger delays.
- Periodic solutions exist.


### 4.3.1 Positivity of Solutions

It is relatively easy to establish that solutions remain positive for all times, given a bounded positive initial history on an interval $[a-\tau, a]$. For $y$, on the interval [a,a+ ], we have $\dot{y}(t) \geq-d y(t)$. Thus it is clear that $y$ must remain positive. Further, $y$ remains finite on this interval. If $M$ is the bound on $x(t)$ on $[a-\tau, a]$, then $\dot{y}(t) \leq b e^{-d_{j} \tau} y(t-\tau) p(M)-d y(t)$, which implies

$$
\begin{aligned}
\dot{y}(t)-d y(t) & =b e^{-d_{j} \tau} y(t-\tau) p(x(t-\tau)) \\
\frac{d}{d t}\left(e^{-d t} y(t)\right) & =b e^{-d t} e^{-d_{j} \tau} y(t-\tau) p(x(t-\tau))
\end{aligned}
$$

Integrating both sides from $a$ to $a+\varepsilon, \varepsilon \in[0, \tau]$, yields

$$
\begin{aligned}
e^{-d(\varepsilon+a)} y(a+\varepsilon) & =e^{-d a} y(a)+\int_{a}^{a+\varepsilon} b e^{-d s} e^{-d_{j} \tau} y(s-\tau) p(x(s-\tau)) d s \\
y(a+\varepsilon) & =e^{d \varepsilon} y(a)+\int_{a}^{a+\varepsilon} b e^{d(\varepsilon+a-s)} e^{-d_{j} \tau} y(s-\tau) p(x(s-\tau)) d s
\end{aligned}
$$

The right hand side is finite for $\varepsilon \in[0, \tau]$, since the integrand is also bounded.
For the prey population, the rate of change is essentially proportional to $x$

$$
\dot{x}=x\left(1-x-y \frac{p(x)}{x}\right)
$$

The state variable $x$ can only become negative if $1-x-y \frac{p(x)}{x}$ becomes infinite and negative as $x \rightarrow 0$, but the function $\frac{p(x)}{x}$ is bounded, and $y$ is bounded for $t \in[a, a+\tau]$. It follows that $x$ cannot become negative on this interval. We may iterate this argument to show that $x$ and $y$ are positive and finite for all $t \geq a-\tau$.

### 4.3.2 Uniform Boundedness of Solutions

Next we show that all solutions of (4.5) are eventually in a fixed region.

Theorem 4.1. There exists an $M>0$ such that for any solution $(x(t), y(t))$ of the system (4.5) with positive initial data,

$$
\max \left\{\limsup _{t \rightarrow \infty} x(t), \limsup _{t \rightarrow \infty} y(t)\right\} \leq M
$$

Proof. Since $p$ is a positive function for $x>0$, and solutions remain positive for all $t$, we have $\dot{x}(t) \leq x(t)(1-x(t))$. Prey solutions of (4.5) with positive initial data are thus given an upper bound by solutions of $\dot{z}(t)=z(1-z)$ with positive initial conditions. All such solutions converge to 1 , so we can conclude that $\lim \sup _{t \rightarrow \infty} x(t)$ is given an upper bound by 1 , regardless of initial data.

Now consider the second equation of (4.5). Suppose that $b e^{-d_{j} \tau} p(1)-d<0$ (we shall see that this is the condition of nonexistence of a nontrivial steady state). There exists an $\varepsilon>0$ such that $b e^{-d_{j} \tau} p(1+\varepsilon)-d<0$, due to the continuity of $p$. Since $\limsup _{t \rightarrow \infty} x(t) \leq 1$, there exists a $T_{1}$ such that $x(t)<1+\varepsilon$ for all $t>T_{1}-\tau$. This $T_{1}$ will depend on the particular solution (i.e., initial data), but the bound provided for $\lim \sup _{t \rightarrow \infty} y(t)$ will not depend on $T_{1}$. For $t>T_{1}$, we have

$$
\begin{aligned}
\dot{y}(t) & =b e^{-d_{j} \tau} p(x(t-\tau)) y(t-\tau)-d(y) \\
& \leq b e^{-d_{j} \tau} p(1+\varepsilon) y(t-\tau)-d y(t) \\
& =a y(t-\tau)-d y(t)
\end{aligned}
$$

where we define $a=b e^{-d_{j} \tau} p(1+\varepsilon)<d$. We have seen in Lemma 1.4 that solutions of

$$
\dot{z}(t)=a z(t-\tau)-d z(t)
$$

approach 0 as $t \rightarrow \infty$. Further, the comparison lemma 1.5 now tells us that $y(t)$ is bounded by $z$, and thus goes to 0 as well. Clearly, then $\lim \sup _{t \rightarrow \infty} y(t)=0$ in this case.

We are left with the case $b e^{-d_{j} \tau} \geq d$. Since 1 is a bound on $\lim _{\sup _{t \rightarrow \infty}} x(t)$, for a particular solution, there exists a time $T_{2}$ such that $x(t)<2$ for all $t \geq T_{2}$. Thus

$$
\begin{equation*}
\dot{y}(t) \leq b e^{-d_{j} \tau} p(2) y(t-\tau)-d y(t) \tag{4.6}
\end{equation*}
$$

Looking at the equation for $\dot{y}$ again, we have $\dot{y}(t) \geq-d y(t)$. From this, one easily concludes that for $t_{2}>t_{1}$,

$$
y\left(t_{2}\right) \geq y\left(t_{1}\right) e^{d\left(t_{2}-t_{1}\right)}
$$

In particular, let $t_{2}=t>\tau$ and $t_{1}=t-\tau$, and one obtains $y(t-\tau) \leq y(t) e^{d \tau}$. Combining this information with equation (4.6) yields

$$
\begin{aligned}
\dot{y}(t) & \leq\left(b e^{-d_{j} \tau} p(2) e^{d \tau}-d\right) y(t) \\
& =\Delta y(t)
\end{aligned}
$$

defining $\Delta$ by this second equality. Now for $t_{2}>t_{1}, y\left(t_{2}\right)<y\left(t_{1}\right) e^{\Delta\left(t_{2}-t_{1}\right)}$, and this implies

$$
\begin{equation*}
t_{2}-t_{1} \geq \frac{1}{\Delta} \ln \frac{y\left(t_{2}\right)}{y\left(t_{1}\right)} \tag{4.7}
\end{equation*}
$$

Define $p_{1}(x)$ by $p(x)=x p_{1}(x)$. By our assumptions about $p$, we know that $p_{1}$ is bounded, positive and bounded away from 0 for $x \geq 0$. Suppose that there exists a time $T_{3}$ such that $p_{1}(x(t)) y(t)>1$ for all $t \geq T_{3}$. Then for $t \geq T_{3}$,

$$
\dot{x}(t)=x(t)\left(1-x(t)-p_{1}(x(t)) y(t)\right) \leq-x(t)^{2} .
$$

Solutions to the differential $\dot{x}=-x^{2}$ tend uniformly to zero, so for any $z_{0}>0$, there exists a time $T_{4}>\tau$ such that $x(t)<z_{0}$ for all $t>T_{2}+T_{3}+T_{4}$. In particular, we shall consider the case of $z_{0}$ such that $b e^{-d_{j} \tau} p\left(z_{0}\right)<d e^{-d \tau}<d$. This yields the estimate of the rate of change of $y$

$$
\dot{y} \leq a y(t-\tau)-d y(t)
$$

with $a<d$ for $t \geq T_{2}+T_{3}+T_{4}$. This implies that $y(t) \rightarrow 0$, contradicting the assumption that $p_{1}(x(t)) y(t)>1$ for $t \geq T_{2}$. So $p_{1}(x) y$ does not remain above 1 .

From this we will conclude that there is some number that $y(t)$ does not remain above. Since $p_{1}$ is positive and bounded away from 0 , there exists an $m>0$ such that $p_{1}(x)>m$ for all $x \geq 0$. Suppose that $y(t)>\frac{1}{m}$ for all $t>T_{5}$. Then $p_{1}(x(t)) y(t)>m \frac{1}{m}=1$ for all $t>T_{5}$, contradicting the result previously obtained.

Define

$$
M=\max \left\{2, \frac{1}{m} e^{\Delta\left(T_{3}+T_{4}\right)}\right\} .
$$

As $\lim \sup _{t \rightarrow \infty} x(t) \leq 1$, it is clear that $\lim \sup _{t \rightarrow \infty} x(t) \leq M$. It remains to show that $\lim _{\sup _{t \rightarrow \infty}} y(t) \leq \frac{1}{m} e^{\Delta\left(T_{3}+T_{4}\right)}$. Suppose not. Since $y(t)$ cannot remain above $\frac{1}{m}$, there must be arbitrarily large times $\overline{t_{2}}>\overline{t_{1}}>0$ such that

$$
\begin{align*}
& y\left(\overline{t_{1}}\right)=\frac{1}{m}  \tag{4.8}\\
& y\left(\overline{t_{2}}\right)=\frac{1}{m} e^{\Delta\left(T_{3}+T_{4}\right)}, \text { and }  \tag{4.9}\\
& \dot{y}\left(\overline{t_{2}}\right)>0 \tag{4.10}
\end{align*}
$$

One can chose $\overline{t_{1}}>T_{2}$, where the value $T_{2}$ depends on the particular solution. Now apply the estimate (4.7), and find

$$
\overline{t_{2}}-\overline{t_{1}} \geq \frac{1}{\Delta} \frac{\Delta\left(T_{3}+T_{4}\right) \ln \frac{1}{m}}{\ln \frac{1}{m}}=T_{3}+T_{4}
$$

Thus $\overline{t_{1}}+T_{3}+T_{4} \leq \overline{t_{2}}$.
But $t>T_{2}+T_{3}+T_{4}, \dot{y}(t)<0$. For such times, $\dot{y}(t)<b e^{-d_{j} \tau} p\left(z_{0}\right) y(t-\tau)-d y(t)<$ $d e^{-d \tau} y(t-\tau)-d y(t)<d e^{-d \tau} e^{-d \tau} y(t)-d y(t)=0$. This contradicts the assumption (4.10). Thus $\lim \sup _{t \rightarrow \infty} y(t)<M$, and the theorem is proven.

From the proof of this theorem, the following result emerges. We shall refer to it when we study the steady states of the model (4.5).

Corollary 4.2. When $b e^{-d_{j} \tau} p(1)-d<0$, solutions to (4.5) with positive initial data satisfy

$$
\lim _{t \rightarrow \infty}(x(t), y(t))=(1,0)
$$

Proof. As we have seen in the previous proof, when $b e^{-d_{j} \tau} p(1)-d<0, \limsup _{t \rightarrow \infty} y(t)=$ 0 . Due to the positivity of solutions, this is equivalent to $\lim _{t \rightarrow \infty} y(t)=0$. Recall also that $\lim \sup _{t \rightarrow \infty} x(t) \leq 1$. Thus, for $\varepsilon>0$ there exists a time $T$ such that for $t \geq T, x(t)<1+\varepsilon$, and, possibly by increasing $T$, one can assume that $p(x(t)) y(t)<p(1+\varepsilon) y(t)<\varepsilon$. Now for $t>T$, if $x(t)>1$, then

$$
\dot{x}(t)=x(t)(1-x(t))-p(x(t)) y(t)<(1+\varepsilon)(1-x(t))<0
$$

So $x$ is decreasing. On the other hand, if $x(t)<1$, then

$$
\dot{x}(t)=x(t)(1-x(t))-p(x(t)) y(t)>x(t)(1-(1-\varepsilon))-\varepsilon=-\varepsilon(x(t)-1)>0
$$

for $t>T$. So, in this case, $x$ is increasing. It follows immediately that for $t>T, x(t)$ cannot cross $x=1$, and is monotone. A limit must therefore exist, and $x(t) \rightarrow 1$ is the only possibility.

### 4.3.3 Steady States

To determine the steady states of the system (4.5), we simply assume that a constant $(\bar{x}, \bar{y})$ is a solution and determine what these contant values must be. The equations for determining steady states are

$$
\begin{align*}
& 0=\bar{x}\left(1-\bar{x}-\frac{\bar{y} p(\bar{x})}{\bar{x}}\right)  \tag{4.11}\\
& 0=b e^{-d_{j} \tau} p(\bar{x}) \bar{y}-d \bar{y} \tag{4.12}
\end{align*}
$$

If $\bar{y}=0$, then the second equation is satisfied, and the first gives $(0,0)$ and $(1,0)$ as steady states.

If $\bar{y} \neq 0$, then the steady state equations become

$$
\begin{align*}
& 0=1-\bar{x}-\frac{\bar{y} p(\bar{x})}{\bar{x}}  \tag{4.13}\\
& d=b e^{-d_{j} \tau} p(\bar{x}) . \tag{4.14}
\end{align*}
$$

For the equation (4.13), we must clearly have $\bar{x} \in(0,1)$. Since $p$ is an increasing function, it is clear that the second equation has a solution if and only if

$$
\begin{equation*}
p(1)>\frac{d}{b e^{-d_{j} \tau}} . \tag{4.15}
\end{equation*}
$$

So, if the condition (4.15) is satisfied, the system (4.5) has three steady state solutions: $(0,0),(1,0)$, and a nontrivial steady state $\left(x^{*}, y^{*}\right)$. If (4.15) is not satisfied, then only the first two steady states exist. Note, in particular, that as the length, $\tau$, of the delay is increased, this condition will eventually fail, due to the rational function on the left hand side of (4.15).

### 4.3.4 Linear Stability

The linearization of the delayed Lotka-Volterra system (4.5) about the steady state $(0,0)$ is

$$
\binom{\dot{x}}{\dot{y}}=\left(\begin{array}{cc}
1 & 0 \\
0 & -d
\end{array}\right)\binom{x}{y}+\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)\binom{x_{\tau}}{y_{\tau}}
$$

where $x_{\tau}=x(t-\tau)$, and similarly for $y$. This linear system clearly has eigenvalues 1 and $-d$, and is thus a saddle.

The linearization about the steady state $(1,0)$ is

$$
\left(\begin{array}{cc}
-1 & -p(1) \\
0 & -d
\end{array}\right)\binom{x}{y}+\left(\begin{array}{cc}
0 & 0 \\
0 & b e^{-d_{j} \tau} p(1)
\end{array}\right)\binom{x_{\tau}}{y_{\tau}}
$$

The characteristic equation is

$$
\begin{equation*}
(\lambda+1)\left(\lambda+d-b e^{-d_{j} \tau} p(1) e^{-\lambda \tau}\right) \tag{4.16}
\end{equation*}
$$

We will now see that the stability or instability of the steady state $(1,0)$ corresponds exactly to the nonexistence or existence of the nontrivial steady state. Clearly, $\lambda=-1$ is an eigenvalue, but has no bearing on linear stability. The stability of this steady state therefore depends on the location of the roots of

$$
\begin{equation*}
\lambda+d-b e^{-d_{j} \tau} p(1) e^{-\lambda \tau}=0 \tag{4.17}
\end{equation*}
$$

Recall that the condition for the existence of a nontrivial steady state is $d<$ $b e^{-d_{j} \tau} p(1)$. In this case, if we rewrite the characteristic equations as

$$
\lambda=b e^{-d_{j} \tau} p(1) e^{-\lambda \tau}-d
$$

then the left hand side is 0 when $\lambda=0$ and increases to infinity, and the left hand side is positive when $\lambda=0$, and decreases to 0 . Therefore, we see that there is always a positive real eigenvalue when the nontrivial steady state exists.

When the nontrivial steady state does not exist (i.e., $\left.d \geq b e^{-d_{j} \tau} p(1)\right)$ we can show that there are no eigenvalues with positive real part. Setting $\lambda=\mu+i \sigma$, with $\mu>0$, the real part of the characteristic equation is

$$
\begin{aligned}
0 & =\mu+d-b e^{-d_{j} \tau} p(1) e^{-\mu \tau} \cos (\sigma \tau) \\
& \geq \mu+d-b e^{-d_{j} \tau} p(1)>0
\end{aligned}
$$

So the steady state $(1,0)$ is stable in the absence of the nontrivial steady state. In fact, it we have already shown in Corollary 4.2 that in this case, $(1,0)$ is globally stable, as demonstrated in Figure 4.3


Figure 4.3: Global stability of $(1,0)$ in the absence of a nontrivial steady state

When the nontrivial steady state does exist, i.e., when $d<b e^{-d_{j} \tau} p(1),(1,0)$ is always unstable. In fact, in this case the characteristic equation always has a real, positive root. To see this consider, as before,

$$
\lambda=b e^{-d_{j} \tau} p(1) e^{-\lambda \tau}-d .
$$

When $\lambda=0$, the left hand side is zero, while the right hand side is positive. As $\lambda$ increases along the real line, the left hand side increases to infinity, while the right hand side decreases to $-d$. Since the functions on the left and right sides are continuous, they must intersect, proving the existence of a positive real eigenvalue.

The linear stability picture for the nontrivial steady state, $\left(x^{*}, y^{*}\right)$ is more complicated. If we take $p(x)=p x$, then we can show that for small delays, the steady state in stable.

$$
P(\lambda, \tau)+Q(\lambda, \tau) e^{-\left(\lambda+d_{j}\right) \tau}
$$

where

$$
\begin{aligned}
P(\lambda, \tau) & =\lambda^{2}+\left(2 x^{*}+y^{*} p^{\prime}\left(x^{*}\right)-1+d\right) \lambda+d\left(2 x^{*}+y^{*} p^{\prime}\left(x^{*}\right)-1\right) \\
& =\left(\lambda+2 x^{*}+y^{*} p^{\prime}\left(x^{*}\right)-1\right)(\lambda+d) \\
Q(\lambda, \tau) & =p\left(x^{*}\right) \lambda-b p\left(x^{*}\right)\left(2 x^{*}-1\right) \\
& =p\left(x^{*}\right)\left(\lambda-b\left(2 x^{*}-1\right)\right)
\end{aligned}
$$

We treat the length of delay, $\tau$, as a bifurcation parameter. One should note, in particular, that the coefficients of these polynomials depend on the location of the steady state $\left(x^{*}, y^{*}\right)$, which, in turn, depends on $\tau$. When the parameters of the model are independent of delay, i.e., $d_{j}=0$, the location of this steady state is fixed, we may refer to the general criteria for determining whether delay induced instability occurs, which were developed earlier (Chapter 2, also [20]).

When parameters depend on delay, no such criteria exist. Using methods which depend in an essential manner on numerical estimations [3], Gourley and Kuang [23] determined that there is a range of delays for which the nontrivial steady state exists and is unstable. In this case, all steady states are unstable, and all solution are eventually trapped in a fixed region. One is naturally led to consider the possibility of periodic solutions.

### 4.4 Existence of Periodic Solution

The goal of my work on this two dimensional system has been to make progress toward a proof of the following conjecture.

Conjecture 4.3. For the system

$$
\begin{aligned}
\dot{x}(t) & =x(1-x)-y p(x) \\
\dot{y}(t) & =b e^{-d_{j} \tau} y(t-\tau) p(x(t-\tau))-d y
\end{aligned}
$$

if the non-trivial steady state exists and is unstable, then a positive, nonconstant periodic solution exists.

Numerical simulations give some hope that this result might hold. If we arrange the parameters so that the nontrivial steady state exists in the absence of delay, then for small delays, this steady state is globally stable (Figure 4.4).


Figure 4.4: Global stability of $\left(x^{*}, y^{*}\right)$ for small delays

As the delay is increased, a stable limit cycle appears to emerge (Figure 4.5). For certain parameter regimes, however, the behavior of solutions appears chaotic (Figures 4.6,4.7).


Figure 4.5: Emergence of a stable limit cycle

### 4.4.1 The "Phase Plane"

If we plot $y$ against $x$, then we get the "phase plane", where it is easier to see the interaction of the two population levels. In particular, it is useful to divide the $x-y$ plane into the following regions,

$$
\begin{aligned}
& R_{1}=\{(x, y): x \leq 0, f(x, y) \geq 0\} \\
& R_{2}=\{(x, y): x \leq 0, f(x, y) \leq 0\} \\
& R_{3}=\{(x, y): x \geq 0, f(x, y) \leq 0\} \\
& R_{4}=\{(x, y): x \geq 0, f(x, y) \geq 0\}
\end{aligned}
$$

where $f(x, y)$ is defined by $\dot{x}=-p(x) f(x, y)$, i.e., $f(x, y)=y-\frac{x(1-x)}{p(x)}$.
This division of the phase plane is depicted in Figure 4.8. It should be noted that only the curve $\Gamma$ is a true nullcline (in this case for $x$ ). When solutions are above


Figure 4.6: Chaotic solutions in the phase plane
this curve, $x$ is decreasing, and when below, $x$ is increasing. The vertical line $x=x^{*}$ is included only for reference. Due to the delays involved in the rate of change of $y$, no meaningful nullcline can be drawn.

Furthermore, this is not a phase plane in the traditional sense; solutions can cross each other, or even themselves. This possibility is demonstrated in Figure 4.6. Due to this complication, we cannot apply such geometrically-based results as Poincare-Bendixson and Bendixson-Dulac to prove the existence or otherwise of periodic solutions. We expect from the phase plane depicted in Figure 4.8 that solutions will oscillate in a counterclockwise direction, but this behavior is much trickier to prove than in the case of ordinary differential equations.

### 4.4.2 Oscillation of Solutions



Figure 4.7: Time series for a chaotic solution

As a first step in showing that solutions do indeed oscillate about the steady state when it is unstable, we show that if the $x$ component of solutions remain eventually above or below $x=x^{*}$, they must approach the steady state. This result is contained in the following theorems

Theorem 4.4. If there exists a $T$ such that $x(t)<x^{*}$ for all $t>T$, then $(x(t), y(t)) \rightarrow$ $\left(x^{*}, y^{*}\right)$ as $t \rightarrow \infty$.

Proof. We begin with the differential equation for $y(t)$

$$
\dot{y}(t)=b e^{-d_{j} \tau} y(t-\tau) p(x(t-\tau))-d y(t) .
$$



Figure 4.8: The Division of the phase planes in to the regions $R_{i}$

Now integrate both sides from $T$ to $t$, to get

$$
\begin{aligned}
y(t)-y(T) & =\int_{T}^{t}\left[b e^{-d_{j} \tau} y(s-\tau) p(x(s-\tau))-d y(s)\right] d s \\
& =\int_{T-\tau}^{t-\tau} b e^{-d_{j} \tau} y(s) p(x(s)) d s-\int_{T}^{t} d y(s) d s \\
& =\int_{T-\tau}^{T} b e^{-d_{j} \tau} y(s) p(x(s)) d s+\int_{T}^{t-\tau} b e^{-d_{j} \tau} y(s) p(x(s))-\int_{T}^{t} d y(s) d s
\end{aligned}
$$

Now define the constant $A$ by

$$
A=y(T)+\int_{T-\tau}^{T} b e^{-d_{j} \tau} y(s) p(x(s)) d s
$$

Note that $A$ is completely determined by the initial history of the delay differential equation on the time interval $[T-\tau, T]$.

From the above equation, we can derive two inequalities. First, we have

$$
\begin{align*}
y(t) & \leq A+\int_{T}^{t} b e^{-d_{j} \tau} y(s) p(x(s))-\int_{T}^{t} d y(s) d s  \tag{4.18}\\
& =A-\int_{T}^{t}\left(d-b e^{-d_{j} \tau} p(x(s))\right) y(s) d s \tag{4.19}
\end{align*}
$$

We shall now use this bound on $y$ to see that $x(t) \rightarrow x^{*}$ under the hypothesis of this theorem.

We begin with the case $x(t)<x^{*}$, i.e., $b e^{-d_{j} \tau} p(x(t))<d$, and consider the inequality (4.19) The integrand is positive, so the integral is increasing with $t$. Since $y(t)$ is known to be positive, we must have

$$
\int_{T}^{\infty}\left(d-b e^{-d_{j} \tau} p(x(s))\right) y(s) d s<\infty
$$

and the continuity of the integrand then allows us to conclude that

$$
\left(d-b e^{-d_{j} \tau} p(x(t))\right) y(t) \rightarrow 0,
$$

as $t \rightarrow \infty$. One may not immediately conclude that either of the terms of this product approaches 0 , but we will show that indeed, $d-b e^{-d_{j} \tau} p(x(t))$ must approach 0 , which is to say, that $x \rightarrow x^{*}$.

To see this, consider the times $t_{1}, t_{2}, \cdots$ at which $x(t)$ has a relative minimum. It is obvious that these times can only occur when the solution crosses the curve $\Gamma$. In the region where $x<x^{*}$, the $y$ values of the curve $\Gamma$ are bounded below by some non-zero $m$. Thus $\left(d-b e^{-d_{j} \tau} p\left(x\left(t_{i}\right)\right)\right) y\left(t_{i}\right) \geq\left(d-b e^{-d_{j} \tau} p\left(x\left(t_{i}\right)\right)\right) m \geq 0$. Since the left-hand side goes to 0 , the right hand side must do so as well. But this is only possible if $b e^{-d_{j} \tau} p\left(x\left(t_{i}\right)\right) \rightarrow d$, i.e., $x\left(t_{i}\right) \rightarrow x^{*}$, and if the relative minima approach $x^{*}$, then it is simple to see that $x(t) \rightarrow x^{*}$.

If $x \rightarrow x^{*}$, then $\dot{x} \rightarrow 0$, and we can see from the differential equation for $x$ that $y(t) \rightarrow y^{*}$. This proves the theorem for the first case.

We can prove the same result in the case that $x(t)>x^{*}$. Before doing so, we need to establish the following lemma.

Lemma 4.5. If $x(t)>x^{*}$ for $t>T$, and the initial history of $x$ and $y$ are positive, then $y$ is bounded away from 0 for $t>T$.

Proof. For positive initial data, it has already been shown in [23] we have already seen that solutions are positive. We deal with two cases: $y$ has finite number of relative minima, and $y$ has an infinite number relative minima.

In the first case, if $y(t)$ is not bounded away from 0 , then $y(t) \rightarrow 0$, and there exists a $T_{2}>T$ such that $\dot{y}(t)<0$ for all $t>T_{2}$. So for $t>T_{2}+\tau$

$$
\begin{aligned}
0 & >b e^{-d_{j} \tau} p(x(t-\tau)) y(t-\tau)-d y(t) \\
y(t) & >\frac{b e^{-d_{j} \tau} p(x(t-\tau))}{d} y(t-\tau) \geq y(t-\tau)
\end{aligned}
$$

which contradicts the assumption that $y(t)$ is decreasing.
For the second case, consider the times $t_{1}<t_{2}<t_{3}<\cdots$ at which $y(t)$ has a relative minimum. At such times we have $\dot{y}\left(t_{i}\right)=0$, i.e.

$$
y\left(t_{i}\right)=\frac{b e^{-d_{j} \tau} p\left(x\left(t_{i}-\tau\right)\right)}{d} y\left(t_{i}-\tau\right) \geq y\left(t_{i}-\tau\right) \geq y\left(t_{j}\right)
$$

for some $j<i$. We can continue thus until we arrive at $y(t)$ for some $t \in[T-\tau, T]$, and thus

$$
\ell=\min _{t \in[T-\tau, T]} y(t)>0
$$

is a positive lower bound of $y(t)$ with $t>T$.

Theorem 4.6. If there exists a $T$ such that $x(t)>x^{*}$ for $t>T$, then $(x(t), y(t)) \rightarrow$ $\left(x^{*}, y^{*}\right)$ as $t \rightarrow \infty$.

Proof. Let $M$ be an upper bound on $y(t)$. We begin as before with

$$
\begin{align*}
y(t) & =A+\int_{T}^{t-\tau} b e^{-d_{j} \tau} y(s) p(x(s)) d s-\int_{T}^{t} d y(s) d s  \tag{4.20}\\
& =A+\int_{T}^{t-\tau}\left(b e^{-d_{j} \tau} p(x(s))-d\right) y(s) d s-d \int_{t-\tau}^{t} y(s) d s  \tag{4.21}\\
& \geq A+\int_{T}^{t-\tau}\left(b e^{-d_{j} \tau} p(x(s))-d\right) y(s) d s-d M \tau . \tag{4.22}
\end{align*}
$$

The function $y(t)$ is bounded above, so the lower bound given by (4.22) must remain finite as $t \rightarrow \infty$. As in the proof of the previous theorem, since the integrand is positive, we must have $\left(b e^{d_{j} \tau} p(x(t))-d\right) y(t) \rightarrow 0$, but Lemma 4.5 proves that $y$ is bounded away from 0 under the hypotheses of the theorem. It follows that, $b e^{-d_{j} \tau} p(x(t))-d \rightarrow 0$, and as in the previous theorem, this implies that $(x(t), y(t)) \rightarrow$ $\left(x^{*}, y^{*}\right)$.

Now, when we choose $\tau$ large enough that the nontrivial steady state $\left(x^{*}, y^{*}\right)$ is unstable, it remains to derive a contradiction from this limiting behavior. Given such a contradiction, we conclude that $x(t)$ is not less than $x^{*}$ for all $t$, and the solution curve must leave the region $R_{1} \cup R_{2}$. The only possibility for this to occur is for the curve to pass from region $R_{2}$ to region $R_{3}$ at a point with $y<y^{*}$. This is clear since $x$ is decreasing when the solution is above the curve $\Gamma$.

We have shown the following,

Theorem 4.7. If there exists a $T$ such that $x(t)<x^{*}$ or $x(t)>x^{*}$ for all $t>T$, then

$$
(x(t), y(t)) \rightarrow\left(x^{*}, y^{*}\right)
$$

as $t \rightarrow \infty$.

### 4.5 Future Work

Although much has been done to better our understanding of this system, much work remains. To begin with, a contradiction must be derived to the possibility of a solution approaching the linearly unstable nontrivial steady state as $t \rightarrow \infty$. Barring this, some other argument must be made to guarantee that solutions cross into the region $R_{3}$. Once this is accomplished a similar argument will provide the desired return map.

More generally, there are qualitative questions to answer about the nature of the solution space for this model. For example, are multiple periodic solutions possible? Also, when nontrivial periodic solutions do exist, what are their stability properties? Numerical evidence (for example Figures 4.6 and 4.7) suggests the existence of chaotic solution regimes. What conditions lead to this behavior for solutions?

Finally, how are these dynamics changed when the system is expanded to include more equations? Such systems can be used as models for food chains. Even in the case of ordinary differential equations, food chain systems based on the same principles as Lotka-Volterra predator prey systems can display a wide variety of dynamics. Understanding the delay models could provide more insight into the nature of such systems, or demonstrate that such models are inappropriate for modeling such biological situations.

## CHAPTER 5

## Conclusion

The use of delay differential equations in the modeling of biological phenomena has become more prevalent in recent years. Analytic results about the behavior of such models is still largely lacking. While numerical simulations provide a basic understanding of these systems, and allow, for example, the use of parameter fitting, even when analytic results are unavailable. To be sure, increased computation capacity and speed make the use of such simulations easier. A better analytic understanding of these models, however, would make the use of numerics even more useful, and help in the selection of appropriate models in the first place.

The methods of Chapter 2 provide a straightforward and easily applicable method for analyzing the linear stability of the steady states of such models. The later chapters focused on showing the existence of periodic solutions. The methods for approaching such questions remain quite cumbersome. Ideally, a better understanding of the functional analytic theorems at work here would lead to easier determination of the existence or otherwise of periodic solutions, at least in the case of a system of only two differential equations. For ordinary differential equations, one has theorems such as Poincare-Bendixson which allow one to draw conclusions based solely on global properties (the existence of a trapping region) and linear instability. I
hope that continued study of the question of periodicity will lead to steps in the direction of such theorems for delay models. At the very least, a simpler method of determining the ejectivity of a fixed point would be quite welcome.

I have spent much time in this thesis attempting to determine the properties of delay differential equations models. I have mentioned that understanding these properties would make it easier to determine the appropriateness of these models for biological phenomena. Much work remains to be done on this question. Although it seems intuitively clear that delays occur in nature, and that they might therefore play a significant role in the dynamics of a given system, the models I have studied are only first approximations. All of the models studied incorporate a discrete delay. In other words, the dynamics depend on the current state of the system and the state of the system exactly $\tau$ time units ago. This way of including the delay requires much refinement.

Consider the example of human pregnancy. The gestation period is generally stated to be nine months, but this is hardly exact. If such a reproductive delay is significant in the dynamics of some model, then surely the variation about the mean delay time will also be significant. Discrete delays are only an approximation. These systems ought to be studied, since the chance of obtaining concrete results is greater for discrete delays than for their distributed cousins, and knowledge of their behavior provides insight into more complete, distributed models. One suspects that the behavior of the discrete model should correspond to the expected behavior, for example, of a stochastic model, where the length of delay is determined by a probability distribution function. If discrete delay models are to serve as approximations, however, it will be important to determine the extent to which their behavior is an artifact of the essentially discontinuous inclusion of past data.

As biologists turn to mathematics to provide a framework for understanding more and more complicated phenomena, it is important to have as many modeling techniques as possible available for use. While the inclusion of delays is but one approach among many, the theory behind it should continue to be developed, with an eye especially toward practical results and the ability to draw applicable conclusions.
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#### Abstract

Delay Differential Equation Models in Mathematical Biology by Jonathan Erwin Forde

Chair: Patrick W. Nelson

In this dissertation, delay differential equation models from mathematical biology are studied, focusing on population ecology. In order to even begin a study of such models, one must be able to determine the linear stability of their steady states, a task made more difficult by their infinite dimensional nature. In Chapter 2, I have developed a method of reducing such questions to the problem of determining the existence or otherwise of positive real roots of a real polynomial. The method of Sturm sequences is then used to make this determination. In particular, I developed general necessary and sufficient conditions for the existence of delay-induced instability in systems of two or three first order delay differential equations. These conditions depend only on the parameters of the system, and can be easily checked, avoiding the necessity of simulations in these cases.

With this tool in hand, I begin studying delay differential equations for single species, extending previously obtained results about the existence of periodic solu-


tions, and developing a proof for a previously unproven case. Due to the infinite dimensional nature of these equations, it is quite difficult to prove the existence of periodic solutions. Nonetheless, knowledge of their existence is essential if one is to make decisions about the suitability of such models to biological situations. Furthermore, I explore the effect of delay-dependent parameters in these models, a feature whose use is becoming more common in the mathematical biology literature.

Finally, I look at a delayed predator-prey model with delay dependent parameters. Although I was unable to obtain a complete proof for the existence of periodic solutions, significant progress has been made in understanding the nature of this system, and it is hoped that future work will continue to clarify this picture. This model seems to display chaotic behavior for certain parameter regimes, and thus the existence of periodic solutions may be precluded in the most general case.

