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Preface

The calculus of variations has a long history of interaction with other branches
of mathematics such as geometry and differential equations, and with physics,
particularly mechanics. More recently, the calculus of variations has found
applications in other fields such as economics and electrical engineering. Much
of the mathematics underlying contrel theory, for instance, can be regarded
as part of the calculus of variations.

This book is an introduction to the calculus of variations for mathemati-
cians and scientists. The reader interested primarily in mathematics will find
results of Interest in geometry and differential equations. I have paused at
times to develop the proofs of some of these results, and discuss briefly var-
ious topics not normally found in an intreductory book on this subject such
as the existence and uniqueness of solutions to boundary-value problems, the
inverse problem, and Morse theory. I have made “passive use” of functional
analysis {in particular normed vector spaces) to place certain results in con-
text and reassure the mathematician that a suitable framework is available
for a more rigorous study. For the reader interested mainly in techniques and
applications of the calculus of variations, I leavened the book with numer-
ous examples mostly from physics. In addition, topics such as Hamilton’s
Principle, eigenvalue approximations, conservation laws, and nonholonomic
constraints in mechanics are discussed. More importantly, the book is written
on two levels. The technical details for many of the results can be skipped
on the Initial reading. The student can thus learn the main results in each
chapter and return as needed to the proofs for a deeper understanding. Sev-
eral key results in this subject have tractable analogues in finite-dimensional
optimization. Where possible, the theory is motivated by first reviewing the
theory for finite-dimensional problems.

The book can be used for a one-semester course, a shorter course, or in-
dependent study. The final chapter on the second variation has been written
with these options in mind, so that the student can proceed directly from
Chapter 3 to this topic. Throughout the book, asterisks have been used to
flag material that is not central to a first course.
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The target audience for this book is advanced undergraduate/ beginning
graduate students in mathematics, physics, or engineering. The student is as-
sumed to have some familiarity with linear ordinary differential equations,
multivariable calculus, and elementary real analysis. Some of the more theo-
retical material from these topics that is used throughout the bock such as
the Implicit function theorem and Picard’s theorem for differential equations
has been collected in Appendix A for the convenience of the reader.

Like many textbooks in mathematics, this book can trace its origins back
to a set of lecture notes. The transformation from lecture notes to textbook,
however, is nontrivial, and one is faced with myriad choices that, in part, re-
flect one’s own Interests and experiences teaching the subject. While writing
this book I kept in mind three quotes spanning a few generations of mathe-
maticians. The first is from the introduction to a volume of Spivak’s multi-
volume treatise on differential geometry [64]:

I feel somewhat like a man who has tried to cleanse the Augean stables
with a Johnny-Mop.

It is tempting, when writing a textbook, to give some modicum of complete-
ness. When faced with the enormity of literature on this subject, however,
the task proves daunting, and it soon becomes clear that there is just too
much material for a single volume. In the end, I could not face picking up
the Johnny-Mop, and my solution to this dilemma was to be savage with
my choice of topics. Keeping in mind that the goal is to produce a book
that should serve as a text for a one-semester introductory course, there were
many painful omissions. Firstly, I have tried to steer a reasonably consistent
path by keeping the focus on the simplest type problems that illustrate a
particular aspect of the theory. Secondly, I have opted in most cases for the
“no frills” version of results if the “full feature” version would take us too
far afield, or require a substantially more sophisticated mathematical back-
ground. Topics such as piecewise smooth extremals, fields of extremals, and
numerical methods arguably belong in any Introductory account. Nonethe-
less, I have omitted these topics in favour of other topics, such as a sclution
method for the Hamilton-Jacobi equation and Noether’s theorem, that are
accessible to the general mathematically literate undergraduate student but
often postponed to a second course in the subject.

The second quote comes from the introduction to Titchmarsh’s book on
eigenfunction expansions [70]:

I believe in the future of ‘mathematics for physicists’, but it seems
desirable that a writer on this subject should understand both physics
as well as mathematics.

The words of Titchmarsh remind me that, although [ am a mathematician
interested in the applications of mathematics, I am not a physicist, and it
is best to leave detailed accounts of physical models in the hands of experts.
This is not to say that the material presented here lies in some vacuum of pure
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mathematics, where we merely acknowledge that the material has found some
applications. Indeed, the book is written with a definite slant towards “applied
mathematics,” but it focuses on no particular field of applied mathematics in
any depth. Often it is the application not the mathematics that perplexes
the student, and a study in depth of any particular field would require either
the student to have the necessary prerequisites or the author to develop the
subject. The former case restricts the potential audience; the latter case shifts
away from the main topic. In any event, I have not tried to write a book on
the calculus of variations with a particular emphasis on one of its many fields
of applications. There are many splendid books that merge the calculus of
varlations with particular applications such as classical mechanics or control
theory. Such texts can be read with profit in conjunction with this book.
The third quote comes from G.H. Hardy, who made the following comment,
about A.R. Forsyth's 656-page treatise [27] on the calculus of variations :*

In this enormous volume, the author never succeeds in proving that
the shortest distance between two points is a straight line.

Hardy did not mince words when it came to mathematics. The prospective
author of any text on the calculus of variations should bear in mind that,
although there are many mathematical avenues to explore and endless minu-
tise to discuss, certain basic questions that can be answered by the calculus
of variations in an elementary text should be answered. There are certain
problems such as geodesics in the plane and the catenary that can be solved
within our self-imposed regime of elementary theory. I do not hesitate to use
these simple problems as examples. At the same time, I also hope to give the
reader a glimpse of the power and elegance of a subject that has fascinated
mathematicians for centuries.

I wish to acknowlege the help of my former students, whose input shaped
the final form of this bock. I wish also to thank Ficna Davies for helping me
with the figures. Finally, I would like to acknowledge the help of my colleagues
at the Institute of Fundamental Sciences, Massey University.

The earlier drafts of many chapters were written while travelling on vari-
ous mountalneering expeditions throughout the South Island of New Zealand.
The hospitality of Clive Marsh and Heather North is gratefully acknowledged
along with that of Andy Backhouse and Zoe Hart. I should also like to ac-
knowledge the New Zealand Alpine Club, in whose huts I wrote many early
(and later) drafts during pericds of bad weather. In particular, I would like
to thank Graham and Eileen Jackson of Unwin Hut for providing a second
home conducive to writing (and climbing).

Fox Glacier, New Zealand Bruce van Bruni
February 2003

' F. Smithies reported this comment in an unpublished talk, “Hardy as I Knew
Him,” given to the British Society for the History of Mathematics, 19 December
1990.
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1

Introduction

1.1 Introduction

The calculus of variations is concerned with finding extrema and, in this sense,
it. can be considered a branch of optimization. The problems and techniques
in this branch, however, differ markedly from those involving the extrema
of functions of several variables owing to the nature of the domain on the
quantity to be optimized. A functional is a mapping from a set of functions
to the real numbers. The calculus of variations deals with finding extrema
for functionals as opposed to functions. The candidates in the competition
for an extremum are thus functions as opposed to vectors in R™, and this
gives the subject a distinct character. The functionals are generally defined
by definite integrals; the sets of functions are often defined by boundary con-
ditions and smoothness requirements, which arise in the formulation of the
problem/model.

The calculus of variations is nearly as old as the calculus, and the two
subjects were developed somewhat in parallel. In 1927 Forsyth [27] noted that
the subject “attracted a rather fickle attention at more or less isolated intervals
in its growth.” In the eighteenth century, the Bernoulli brothers, Newton,
Leibniz, Euler, Lagrange, and Legendre contributed to the subject, and their
work was extended significantly in the next century by Jacobi and Weierstrafl.
Hilbert [38], in his renowned 1900 lecture to the International Congress of
Mathematicians, cutlined 23 (now famous) problems for mathematicians. His
23rd problem is entitled Further development of the methods of the calculus
of variations. Immediately before describing the problem, he remarks:

.. should like to close with a general problem, namely with the
indication of a branch of mathematics repeatedly mentioned in this
lecture—which, in spite of the considerable advancement lately given
it by Weierstrafl, does not receive the general appreciation which in
my opinion it is due—I mean the calculus of variations.
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Hilbert’s lecture perhaps struck a chord with mathematicians.! In the early
twentieth century Hilbert, Noether, Tonelli, Lebesgue, and Hadamard among
others made significant contributions to the field. Although by Forsyth's time
the subject may have “atiracted rather fickle attention,” many of those who
did pay attention are numbered among the leading mathematicians of the
last three centuries. The reader is directed to Goldstine [36] for an in-depth
account of the history of the subject up to the late nineteenth century.

The enduring interest in the calculus of variations is in part due to its ap-
plications. Of particular note s the relationship of the subject with classical
mechanics, where it crosses the boundary from being merely a mathemati-
cal tool to encompassing a general philosophy. Variational principles abound
in physics and particularly in mechanics. The application of these principles
usually entails finding functions that minimize definite integrals (e.g., energy
integrals) and hence the calculus of variations comes naturally to the fore.
Hamilton's Principle in classical mechanics is a prominent example. An earlier
example Is Fermat’s Principle of Minimum Time In gecmetrical optics. The
development of the calculus of variations in the eighteenth and nineteenth
centuries was motivated largely by problems in mechanics. Most textbooks on
classical mechanics (old and new) discuss the calculus of variations in some
depth. Conversely, many books on the calculus of variations discuss applica-
tions to classical mechanics in detail. In the introduction of Carathéodory’s
book [21] he states:

I have never lost sight of the fact that the calculus of variations, as it
is presented in Part II, should above all be a servant of mechanics.

Certainly there Is an intimate relationship between mechanics and the cal-
culus of variations, but this should not completely overshadow other fields
where the calculus of variations also has applications. Aside from applications
in traditional fields of continuum mechanics and electromagnetism, the calcu-
lus of variations has found applications in economics, urban planning, and a
host of other “nontraditional fields.” Indeed, the theory of optimal control is
centred largely around the calculus of variations.

Finally it should be noted the calculus of variations does not exist in a
mathematical vacuum or as a closed chapter of classical analysis. Historically,
this field has always intersected with geometry and differential equations,
and continues to do so. In 1974, Stampacchia [17], writing on Hilbert’s 23rd
problem, summed up the situation:

One might infer that the interest in this branch of Analysis is weal-
ening and that the Calculus of Variations is a Chapter of Classical
Analysis. In fact this inference would be quite wrong since new prob-
lems like those in control theory are closely related to the problems of

! His nineteenth and twentieth problems were also devoted to the calculus of vari-
ations.
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Fig. 1.1.

the Calculus of Variations while classical theories, like that of bound-
ary value problems for partial differential equations, have been deeply
aflected by the development of the Calculus of Variations. Moreover,
the natural development of the Calculus of Variations has produced
new branches of mathematics which have assumed different aspects
and appear quite different from the Calculus of Variations.

The field is far from dead and it continues to attract new researchers.

In the remainder of this chapter we discuss some typical problems in the
calculus of variations that are easy to model (although perhaps not so easy
to solve). These problems illustrate the above comments and give the reader
a taste of the subject. We return to most of these examples later in the book
as the mathematics to solve them develops.

1.2 The Catenary and Brachystochrone Problems

1.2.1 The Catenary

Consider a thin heavy uniform flexible cable suspended from the top of two
poles of height ¥y and 11 spaced a distance 4 apart (figure 1.1). At the base of
each pole the cable is assumed to be coiled. The cable follows up the pole to
the top, runs through a pulley, and then spans the distance d to the next pole.
The problem is to determine the shape of the cable between the two poles.
The cable will assume the shape that makes the potential energy minimum.
The potential energy associated with the vertical parts of the cable will be
the same for any configuration of the cable and hence we may ignore this
component. If m denotes the mass per unit length of the cable and g the
gravitational constant, the potential energy of the cable between the poles is
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Wyt = | " may(s) ds, (L)

where s denotes arclength, and y(s) denotes the height of the cable above the
ground s units in length along the cable from the top of the pole at (zg, yo).
The number [ denotes the arclength of the cable from (zo,%0) to (z1,1).
Unfortunately, we do not know L in this formulation. We can, however, re-
cagt the above expression for W, in terms of Cartesian codrdinates since we
do know the codrdinates of the pole tops. The differential arclength element
in Cartesian coordinates is given by ds = /1 4+ 72, and this leads to the

following expression for W,

Woly) = /9:1 may(z)/ 1+ y=(z) dz. (1.2)

Note that unlike our first expression for W,,, the above one involves the deriva-
tive of . We have implicitly assumed here that the solution curve can be
represented by a function ¥ : [zg, 1] — R and that this function is continuous
and at least piecewise differentiable. Given the nature of the problem these
seem reasonable assumptions.

The cable will assume the shape that minimizes W,. The constant factor
myg in the expression for Wy, can be ignored for the purposes of eptimizing the
potential energy. The essence of the problem is thus to determine a function
y such that the quantity

J(y) = /9:1 v/ 1+ y2ds (1.3)

0

is minimum. The model requires that any candidate 4 for an extremum sat-
isfies the boundary conditions

#zo) = vo, ¥(z1) =11 (1.4)

In addition, the candidates must also be continuous and at least plecewise
differentiable in the interval [z, 21].

We find the extrema for J in Chapter 2, where we show that the shape of
the cable can be described by a hyperbolic cosine function. The curve itself is
called a catenary.?

The same functional J arises in a problem In geometry concerning a min-
imal surface of revolution, i.e., a surface of revolution having minimal surface
area. suppose that the z-axis corresponds to the axis of rotation. Any surface
of revolution can be generated by a curve in the zy-plane (figure 1.2). The

2 The name “catenary” is particularly descriptive. The name comes from the Latin
word catena meaning chain. Catenary refers to the curve formed by a uniform
chain hanging freely between two poles. Leibniz is credited with coining the term

{ca. 1691).
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Fig. 1.2.

problem thus translates to finding the curve v that generates the surface of
revolution having the minimal surface area. As with the catenary problem, we
make the assumption that v can be described by a function v : [z, 1] — R
that is continuous and piecewise differentiable in the interval [z, z1]. Under
these assumptions we have that the surface area of the corresponding surface

of revolution is o
A =2 [ W@IVI+ R d (15)
zq

Here we need also make the assumption that y(z) > 0 for all x € [zg,21].% The
problem of finding the minimal surface thus reduces to finding the function %
such that the quantity

1
J () :/ y/1+ y?dx

0

1s minimum. The two problems thus produce the same functional to be mini-
mized. The generating curve that produces the minimal surface of revolution
is thus a catenary. The surface iiself Is called a catenoid.

% If y = 0 at some peint & € (zg,21) we can still generate a rotationally symmetric
“object,” but technically it would not be a surface. Near (Z,0,0) the “object”
would resemble (i.e., be homeomorphic to) a double cone. The double cone fails
the requirements to be a surface because any neighbourhood containing the com-
mon vertex is not homeomorphic to the plane.
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Let us return to the original problem. A modification of the problem would
be to first specify the length of the cable. Evidently, if L is the length of the
cable we must require that

Lz (xy—20)* + (h — w)?

in order that the cable span the two poles. Moreover, 1t is intuitively clear
that in the case of equality there is only one configuration possible viz., the
line segment from (zg,%0) to (#1,71). In this case, there iz no optimization to
be done as there is only one candidate. We may thus restrict our attention to
the case

L>/(x1—x0)? + (y1— w)>

Given a cable of length L, the problem is to determine the shape the cable
assumes when supported between the poles. The problem was posed by Jacob
Bernoulli in 1690. By the end of 1691 the problem was solved by Leibniz,
Huygens, and Jacob’s younger brother Johann Bernoulli. It should be noted
that Galileo had earlier considered the problem, but he thought the catenary
was esgentially a parabola.*

Since the arclength L of the cable is given, we can use expression (1.1)
to look for a minimum potential energy configuration. Instead, we start
with expression (1.2). The modified problem is now to find the function
¥ [zo,21] — R such that W, is minimized subject to the arclength con-

straint o
L:/ 1+ y?dr, (1.6)
o

and the boundary conditions

y(zo) = yo, wlz1) =

This problem is thus an example of a constrained variational problem. The
constraint (1.6} can be regarded as an integral equation (with, it is hoped,
nonunique sclutions). Constraints such as (1.6) are called isoperimetric. We
discuss problems having isoperimetric constraints in Chapter 4.

Suppose that we use expression (1.1}, which prima fecie seems simpler
than expression (1.2). We know L, so that the limits of the integral are known,
but the parameter s is special and corresponds to arclength. We must some-
how build in the requirement that s is arclength if we are to use expression
(1.1). In order to do this we must use a parametric representation of the curve
(z(s),4(s)), s £[0, I]. The arclength parameter for such a curve is character-
ized by the differential equation

33'2(8)+y'2(s) =1. (1.7

* There is still some dispute regarding whether Galileo thought the catenary to be
the parabola. See Giaquinta and Hildebrandt [32], p. 133 for more details.
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The problem thus entails finding the functions z(s), y(s) that minimize W),
gubject to the constraint (1.7) and the boundary conditions

z(0) = zg, z(L)=x
v(0) =vo, wll)=uw.

In general, a constraint of this kind is more difficult to deal with than an
isoperimetric constraint.

1.2.2 Brachystochrones

The history of the calculus of variations essentially begins with a problem
posed by Johann Bernoulli {1696) as a challenge to the mathematical com-
munity and in particular to his brother Jacob. (There was significant sibling
rivalry between the two brothers.) The problem is important in the history of
the calculus of variations because the method developed by Johann’s pupil,
Euler, to solve this problem provided a sufficiently general framework to solve
other variational problems.

The problem that Johann posed was to find the shape of a wire along
which a bead initially at rest slides under gravity from one end to the other
in minimal time. The endpoints of the wire are specified and the motion of
the bead 1s assumed [rictionless. The curve corresponding to the shape of the
wire is called a brachystochrone® or a curve of fastest descent.

The problem attiracted the attention of a number of mathematical luminar-
ies including Huygens, L'Hopital, Leibniz, and Newton, in addition of course
to the Bernoulli brothers, and later Euler and Lagrange. This problem was at
the cutting edge of mathematics at the turn of the eighteenth century.

Jacob wag up to the challenge and solved the problem. Meanwhile {and
independently) Johann and Leibniz also arrived at correct solutions. Newton
was late to the party because he learned about the problem some six months
later than the others. Nonetheless, he solved the problem that same evening
and sent his solution anonymously the next day to Johann. Newton's cover
was blown instantly. Upon looking at the solution, Johann exclaimed “Ah! I
recognize the paw of the lion.”

To model Bernoulli’s problem we use Cartesian coérdinates with the pos-
itive y-axis oriented in the direction of the gravitational force {(figure 1.3).
Let (zo,y0) and {x1,y1) denote the codrdinates of the initial and final posi-
tions of the bead, respectively. Here, we require that zo < x7 and v < 1.
The Bernoulli problem consists of determining, among the curves that have
(zo,y0) and (z1,71) as endpoints, the curve on which the bead slides down
from (zo, %) to (z1,%1) in minimum time. The problem makes sense only for
continuous curves. We make the additional simplifying (but reasonable) as-
gumptions that the curve can be represented by a function y : [20,21] — R

5 The word comes from the Greek words brakhistos meaning “shortest” and khronos
meaning time.
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Fig. 1.3.

and that y is at least piecewise differentiable in the interval [zg, z1]. Now, the
total time it takes the bead to slide down a curve is given by

_ [T ds
T(y)—f0 o) (1.8)

where I denotes the arclength of the curve, s is the arclength parameter, and
v is the velocity of the bead s units down the curve from (zgy,yy). As with
the catenary problem, we do not know the value of L, so we must seek an
alternative formulation.

Our first job 1s to get an expression for the velocity in terms of the function
1. We use the law of conservation of energy to achieve this. At any position
(z,y(x)} on the curve, the sum of the potential and kinetic energies of the
bead is a constant. Hence

%mvg(a:) + mgy(z) = c, (1.9)

where m is the mass of the bead, v is the velocity of the bead at (z, y(z}), and
¢ is a constant. Since the energy is constant along the curve, we know that

1
c= §mv2 (o) + mgy(zg).
Solving equation (1.9) for v gives

o) = o 25— 2gy(a).

Equation (1.8) thus implies that
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I'(y) = / 7 d:l:. (1.10)
\/

We thus seek a function v such that 1 18 minimum and

‘y(l‘ﬂ) — Y0, ‘y(l‘l) — 1.

Note that for the purposes of optimization 1 can be replaced by the functional

L \/1 1 w!ﬂ
) ’\/I_U

w(z) = 219 (QG - 293;(1‘)>

J(y) = A, (1.11)

and the relation

re

(the /2¢ facter does not affect the extrema of J).

In Chapter 2 we Aind the extrema for J (and hence 1'), and show that

the brachystochrone for this problem 1s a portion of a special tyvpe of curve
called a cycloid. Figure 1.4 depicts a cvcloid. You can visualize a cvcloid in
the safety of vour own home by painting a white dot on a clean tyvre and then
rolling the tyre along a line. lf yvou can follow the rolling dot, the curve traced

out 18 a cycloid. Before the tabulous Berneulli brothers came on the stage,
Christiaan Huvgens had alreadyv discovered a remarkable property of cycloids.
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Christiaan discovered that a bead sliding down a cycloid generated by a circle
of radius p under gravity reaches the bottom of the cycloid arch after the
period m+/p/g wherever on the arch the bead starts from rest. This notable
property of the cyclold earned it the appellation isochrone. The cycloid thus
sports the names isochrone and brachystochrone.® Christiaan used the curve
to good effect and designed what was then considered a remarkably accurate
pendulum clock based on the laudable properties of the cycloid, which was
used to govern the motion of the pendulum. The reader may find a diagram
of the pendulum and further details on this interesting curve in an article by
Tee [67] wherein several original references may be found.

Finally, we note that brachystochrone problems have proliferated in the
three centuries following Bernoulli’s challenge. Some meodels subjected the
bead to a resisting medium whilst others changed the force field from a simple
uniform gravitational field to more complicated scenarios. Research is still
progressing on brachystochrones. The reader is directed to the work of Tee

[67], [68], [69] for more references.

1.3 Hamilton’s Principle

There are many fine books on classical {(analytical) mechanics (e.g., [1], [6],
[35], [48], [49], [59], and [73]) and we make no attempt here to give even a hasic
account of this seemingly vast subject. Nonetheless, it would be demeaning
to the calculus of variations to ignore its rich heritage and fruitful interaction
with classical mechanics. Moreover, many of our examples come from classical
mechanics, so a few words from our sponsor seem in order.

Classical mechanics 1s teeming with variational principles of which Hamil-
ton’s Principle is perhaps the most important. 7 In this section we give a brief
“no frills” statement of Hamilton's Principle as it applies to the motion of
particles. The serious student of mechanics should consult one of the many
specialized texts on this subject.

Let us first consider the motion of a single particle in R®. Let r(t) =
(z(t), ¥(2),2(t)) denote the position of the particle at time ¢. The kinetic
energy of this particle is given by

T = %m (@) + ) + 2 0),

where m is the mass of the particle and " denotes d/d¢. We assume that the
forces on the particle can be derived from a single scalar function. Specifically,
we aszume there is a function V such that:

Tt is also called a tautochrone, but we do not count this since the word is derived
from the Greek word fauto meaning “same.” The prefix iso comes from the Greek
word #ses, which also means “same.”

" One need only scan through Lanczos’ book [48] to find the “Principle of Vir-
tual Work,” “D’Alembert’s Principle,” “Gauss’ Principle of Least Constraint,”
“Jacobi’s Principle,” and, of course, “Hamilton’s Principle” among others.
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1. V depends only on time and position; i.e., V = V (¢, z, vy, z);
2. the force [ = (f1, fa, f3) acting on the particle has the components

av v av

flziav f2:78_y7 fBZfa

The function V is called the potential energy. Let
L=T-V.

The function L is called the Lagrangian. Suppose that the initial position of
the particle r(t¢} and final position r(¢;) are specified. Hamilton’s Principle
gtates that the path of the particle r(¢) in the time interval [to, #1] is such that
the functional .
Jir) — / Lit,r, i) di
o

is stationary, i.e., a local extremum or a “saddle point.” (We define “station-
ary” more precisely in Section 2.2.) In the lingo of mechanics .J is called the
action integral or simply the action.

Problems in mechanics often involve several particles (or spatial codrdinates);
moreover, Carteslan coordinates are not always the best cholce. Variational
principles are thus usually given In terms of generalized codrdinates.
The letter ¢ has been universally adopted to denote generalized position
coordinates. The configuration of a system at time ¢ i1s thus denoted by
a(t) = (u(@),...,q.(t), where the g, are position variables. If, for exam-
ple, the system consists of three free particles in R® then n = 9.

The kinetic energy 1 of a system 1s given by a quadratic form in the
generalized velocities gg,

Ll .
T'(q,q) = 3 Z Cj,k(‘l)@‘j%~
Fk=1

Assuming the system has a potential energy function V (¢, q), the Lagrangian
is given by

In this framework Hamilton’s Principle takes the following form.

Theorem 1.3.1 (Hamilton’s Principle) The motion of a system of parti-
cles () from a given initial configuration qq(to) to a given final configuration
q(?1) in the time interval [to,41] 18 such that the functional

J(q) = /tl L(t,q,q) dt

o

18 stationary.
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The dynamics of a system of particles is thus completely contained in the
single scalar function [.. We can derive the familiar equations of motion from
Hamilton’s Principle (cf. Section 3.2). The reader might rightfully question
whether the motion predicted by Hamilton’s Principle depends on the choice
of coérdinates. The variational approach would surely be of limited value were
it sensitive to the observer’s choice of codrdinates. We show 1n Section 2.5 that
Hamilton’s Principle produces equations that are necessarily Invariant with
respect to codrdinate choices.

Example 1.3.1: Simple Pendulum

Consider a simple pendulum of mass m and length ¢ in the plane. Let
(x(#), ¥(2)) denote the position of the mass at time ¢ Since 2% | y* = #2
we need in fact only one position variable. Rather than use x or ¥ it is natural
to use polar codrdinates and characterize the position of the mass at time ¢
by the angle ¢(¢) between the vertical and the string to which the mass is
attached (figure 1.5). Now, the kinetic energy is

T mlE(0) + (1) = 50,
and the potential energy is
V = mgh = mgl(1 — cos (),
where g Is a gravitation constant. Thus,
L. 8) = gmt®d? — mot(1 - cos )

and Hamilton’s Principle implies that the motion from a given initial angle
@(tg) to a fixed angle ¢(¢1) is such that the functional

J{¢) = /ji (%mﬂgq{ﬁg —mgb(l — cosqb)) dt

0

ig stationary.
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Example 1.3.2: Kepler problem

The Kepler problem models planetary motion. It is one of the most heavily
studied problems in classical mechanics. Keeping with our no frills approach,
we consider the simplest problem of a single planet orbiting around the sun,
and ignore the rest of the solar system. Assuming the sun is fixed at the origin,
the kinetic energy of the planet is

T = om0) + 7 (0) = gm (#0) + POF0)

where r and 8 denote polar codrdinates and m is the mass of the planet.
We can deduce the potential energy function V from the gravitational law of
attraction

GmM

2 k]

f:_

where f is the force (acting in the radial direction), M is the mass of the sun,
and & is the universal gravitation constant. Given that

T

av
f= o
we have OmM
V(r):f/f(’r)dr:— m ;
.
hence,

Lr,8) = 1m (7'"2 + TQQQ) + M

2
Hamilton’s Principle implies that the motion of the planet from an initial
observation (r(%p), #{tq)) to a final observation (r(¢1),#{%1)) is such that

g . GmM
_ Lo (a2 2p2
J(T,Q)—/; <2m(7" +T9)+ . )dt

0

ig stationary.

The reader may be wondering about the fate of the constant of integration
in the last example. Any potential energy of the form —GmM /r 4 const. will
produce the requisite force f. In the pendulum problem we tacitly assumed
that the potential energy was proportional to the height of the mass above the
minimum possible height. In fact, for the purposes of describing the dynamics
it does not matter; ie., V(¢,q) and V (¢, q) + ¢1 produce the same results for
any constant ¢;. We are optimizing J and the addition of a constant in the
Lagrangian simply alters the functional J(q) to j(q) = J{q) + const. If one
functional Is stationary at ¢ the other must also be stationary at q.

In the lore of classical mechanics there is another variational principle
that Is sometimes called the “Principle of Least Action” or “Maupertuls’
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Principle,” which predates Hamilton’s Principle. This principle is sometimes
confused with Hamilton's and the situation is not mitigated by the fact that
Hamilton’s Principle is sometimes called the Principle of Least Action. ® Mau-
pertuis’ Principle concerns systems that are conservative. In a conservative
system we have that the total energy of the system at any time ¢ along the
path of motion is constant. In other words, L + V = k, where & is a con-
stant. For this special case I = 2T — k, and Hamilton’s Principle leads to
Maupertuis’ Principle that the functional

K(q) = fl T(q,q) dt

0

is stationary along a path of motion. Hence, Maupertuis’ Principle is a special
case of Hamilton’s Principle. Most books on classical mechanics discuss these
principles (along with others). Lanczos [48] gives a particularly complete and
readable account that, in addition to mechanics, deals with the history and
philogophy of these principles. The eminent scientist F. Mach [51] alzo writes
at length about the history, significance, and philosophy underlying these
principles. His perspective and sympathies are somewhat different from those

of Lanczos. ?

1.4 Some Variational Problems from Geometry

1.4.1 Dido’s Problem

Dido was a Carthaginian queen {(ca. 850 B.C.7) who came from a dysfunctional
family. Her brother, Pygmalion, murdered her husband (who was also her
uncle) and Dido, with the help of various gods, fled to the shores of North
Africa with Pygmalion in pursuit. Upon landing in North Africa, legend has it
that she struck a deal with a local chief to procure as much land as an oxhide
could contain. She then selected an ox and cut its hide into very narrow strips,
which she joined together to form a thread of oxhide more than two and a half
miles long. Dhdo then used the oxhide thread and the North African sea coast
to define the perimeter of her property. It is not clear what the immediate
reaction of the chief was to this particular interpretation of the deal, but it is

¥ The translators of Landau and Lifshitz [49], p. 131, go so far as to draft a table
to elucidate the different usages.

 Mach is not so generous with Maupertuis, In connexion with Maupertuis’ Prin-
ciple he writes, “It appears that Maupertuis reached this obscure expression by
an unclear mingling of his ideas of v4s viva and the principle of virtual velocities”
(p- 365). In defense of Mach, we must note that Maupertuis suffered no lack of
critics even in his own day. Voltaire wrote the satire Histotre du docteur Akakia et
du naif de Saint Maloe about Maupertuis. The situation at Frederick the Great’s
court regarding Maupertuis, Kénig, and Voltaire is the stuff of soap operas (see
Pars [59] p. 634).
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clear that Dido sought to enclose the maximum area within her ox and the
sea. The city of Carthage was then built within the perimeter defined by the
thread and the sea coast. Dido called the place Byrse meaning hide of bull.1

The problem that Dido faced on the shores of North Africa (aside from
family difficulties) was to determine the optimal path along which to place
the oxhide thread so as to provide Byrsa with the maximum amount of land.
Dido did not have the luxury of waiting some 2500 years for the calculus of
variations to develop and thus settled for an “intuitive solution.”

Dido’s problem entailed determining the curve v of fixed length (the
thread) such that the area enclosed by v and a given curve & (the North
African shoreling) is maximum. Although this is perhaps the original version
of Dido’s problem, the term has been used to cover the more basic problem:
among all closed curves in the plane of perimeter I determine the curve that
encloses the maximum area. The problem did not escape the atiention of an-
cient mathematicians, and as early as perhaps 200 B.C. the mathematician
Zenodorus!! is credited with a proof that the solution is a circle. Unfortu-
nately, there were some technical loopholes in Zenodorus’ proof (he compared
the area of a circle with that of polygons having the same perimeter). The
first complete proofl of this result was given some 2000 years later by Karl
Weierstrafl in his Berlin lectures.

Prior to Weierstrall, Steiner (ca. 1841) proved that ¢f there exists a “fig-
ure” v whose area is never less than that of any other “figure” of the same
perimeter, then v is a circle. Not content with one proof, Steiner gave five
proofs of this result. The proofs are based on simple geometric considerations
(no caleulus of variations). The operative word in the statement of his result,
however, 1s “if.” Steiner’s contemporary, Dirichlet, pointed out that his proofs
do not actually establish the existence of such a figure. Welerstrafl and his fol-
lowers resolved these subtle aspects of the problem. A lively account of Dido’s
problem and the first of Steiner’s proofs can be found in K&rner [45].

Some simple geometrical arguments can he used to show that if + is a
simple closed curve solution to Dido’s problem then 7 is convex (cf. Korner,
op. cit.). This means that a chord joining any two points on ~ lies within ~

'® The reader will find various bits and pieces of Dido’s history scattered in Latin
works by authors such as Justin and Virgil. One account of the hide story comes
from the Aeneid, Bk. I, vs. 367. The story gets even better once Aeneas arrives on
the scene. Finally, good ideas never die. It is said that the Anglo-Saxon chieftains
Hengist and Horsa (ca. 449 A.D.) acquired their land by circling it with oxhide
strips [37]. Beware of real estate transactions that involve an ox.

"' The proof may have been known even earlier, but Zenodorus in any event is
the author of the proof that appears in the commentary of Theon to Ptolemy’s
Almagest. Zenodorus quotes Archimedes (who died in 212 B.C.) and is quoted
by Pappus (ca. 340 A.D.). Aside from these rough dates we do not know exactly
when Zenodorus lived. At any rate, the solution was of little comfort to Dido’s
heirs as the Romans obliterated Carthage/ Byrsa in the third Punic war just after
200 B.C. and sowed salt on the scorched ground so that nothing would grow.
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and the area enclosed by v. The convexity of v is then used to show that
Dido’s problem can be distilled down to the problem of finding a function
¥ [To, 1) — R such that

Aly) = fm : y(z) de

0

is maximum subject to the constraint that the arclength of the curve 4+
described by y is L/2. If we assume that y is at least plecewise differentiable
then this amounts to the condition

L =t
—:f 1+ o2 dx.
xp

2

The problem with this formulation is that we do not know the limits of the
integral. The geometrical character of the problem indicates that we do not
need to know both zq and x; (we could always normalize the construction so
that zg = 0 < 1), but we do need to know x1 — zg. This problem is effectively
the opposite of the problem we had with the first formulation of the catenary.
Since we know arclength, a natural formulation to use would be one in terms
of arclength.

Suppose that vt iz described parametrically by (z(s),%(s)), s € [0, L/2],
where s is arclength. Suppose further that =z and y are at least piecewise
differentiable. Green’s theorem in the plane can then be used to show that
the area of the set enclosed by 4T and the z-axis is

Lj2
) = ; / y()/T — y2(s) ds, (1.12)

where we have used the relation 2'2(s) + 3™ (s) = 1. The basic Dido problem
is thus to determine a positive function y : [0,L/2] — R such that 4 is
maximurn.

1.4.2 Geodesics

Let 3’ be a surface, and let pg, p1 be two distinct points on 2. The geodesic
problem concerns finding the curve(s) on X with endpoints pg, py for which
the arclength is minimum. A curve having this property is called a geodesic.
The theory of geodesics is one of the most developed subjects in differential
geometry. The general theory is complicated analytically by the situation that
simple, common surfaces such as the sphere require more than one vector
function to describe them completely. In the language of geometry, the sphere
is a manifold that requires at least two charts. We have encountered and side-
stepped the analogous problem for curves, and we do so here in the interest of
simplicity. We focus on the local problem and refer the reader to any general
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text on differential geometry such as Stoker [66] or Willmore [75] for a more
precise and in-depth treatment of geodesics.1?

Suppose that X' is described by the position vector function r : ¢ — R?,
where ¢ is a nonempty connected open subset of B2, and for (u,v) € &,

r(u,v) = (z(w, v}, ylu,v), s(u, v)).

We assume that r is a smooth function on o; i.e., z,%, and z are smooth
functions of (w,v), and that

or or
— A= 0 1.13
‘au Bv‘ 70, ( )

go that r iz a one-to-one mapping of ¢ onto X. If v is a curve on Y, then
there is a curve ¥ in & that maps to «v under r. Any curve on Y may thus
be regarded as a curve in ¢. Suppose that the points py and p; correspond
to rg = r{ug, vo) and r1 = r{ug, v ), respectively. Any curve v from rg to ry
maps to a curve ¥ from (ug,vg) to (ug,v1).

For the geodesic problem we restrict our attention to smooth simple curves
(no self-intersections) on X' from 1 to ri. Let I' denote the set of all such
curves. Thus, if v € I', then there exists a parametrization of v of the form

R(t) = r(u(t),v(8)), t ¢ [to, b, (1.14)

where R(tp) = ro, R(#1) = r1, and » and v are smooth functions on the
interval [¢g, t1] such that

w2+ o2 () #£0 (1.15)
for all ¢ £ [to, t1]. In the parameter space &, the last condition ensures that
the curve 4 is also a smooth curve and has a well-defined unit tangent vector.
The differential of arclength along « is given by

ds? = |R/(1)|" di?

~|or ar ? 5
= (Eu’2 +2Fu v + Gu"g) dtg,
where
gl oo forP
T au| T ou ' Y

The functions £, I, and (& are called components of the first fundamental
form or metric tensor. Note that these components depend only on u and
v. Note also that the identity

‘6‘1" ar _BG_

%/\51;

2 A more specialized discussion can be found in Postnikov [62].
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and condition (1.13) indicate that the quadratic form
I = Eu? 4 2Fuv' + Gu*?

is positive definite.
The arclength of + is given by

i
Li{vy) = / Eu? + 2Fw + Go? dt.
@

o]

The geodesic problem is thus to find the functions « and v (i.e., the curve %)
such that L is a minimum and

u(to) = p, ’U(to) = Un

u(tl) = U1, ’U(tl) = 7.

Example 1.4.1: Geodesics on a Sphere
Let X' be an octant of the unit sphere. The surface 2 can be described para-
metrically by

r(u,v) = (sinwcosv,sinusin v, cosu)

for o ={(u,2):0<u<n/2,0<v<7/2}. Now,

2
= | (cos wcos v, cos usin v, — sin u) [*

ar
B= 1o
=1,
dr dr
=% o
= (cosucos v, cosusinv, —sinu) - (—sinuwsin v, sinu cos v, J)
=10,
or
£

= sin? u.

2
= | (— sinusinv,sinwcos v,0) [

The arclength integral is thus

ty
Livy) = / u'2 + v2sin?u dt.
o

A feature of the basic geodesic problem described above is that it does
not involve the function r directly. The arclength of a curve depends only on
the three scalar functions F, F, and &. Geodesics are part of the intrinsic
geometry of the surface, 1.e., the geometry defined by the metric tensor. The
metric tensor does not define a surface uniquely even modulo translations and
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rotations. There are any number of distinct surfaces in R? that have the same
metric tensor. For example, a plane, a cone, and a cylinder all have the same
metric tensor. If a cylinder is “unrolled” and “flattened” to form a portion of
the plane, then a gecdesic on the cylinder would become a geodesic on the
plane.

One direction for a generalization of the above problem Is to focus on the
space ¢ € R? and define the components of the metric tensor. For notational
simplicity, let uw = u!, v = %%, and u = {u,v). We can choose scalar functions
gik: o — R j,k =1,2 and define the arclength element ds by

ds® = 911('51151)2 + 912du1du2 + 921du2du1 + g22 (du2)2
= gjkdujduk,

where the last expression uses the Einsteln summation convention: summation
of repeated indices when one Is a superscript and the other s a subscript. Of
course we must place some restrictions on the gs in order to ensure that our
arclength element Is positive and that the length of a curve does not depend
on the choice of coérdinates u. We can take care of these concerns by requiring
that the gy produce a quadratic form that is positive definite and that the
gk form a second order covariant tensor. To mimic the earlier case we also
impose the symmetry condition

ik = ki,

so that
ds® = gu1(du')® + 2gradutdu® + goo(du)®. (1.16)

In terms of the former notation, ¥ = g1, ¥ = g13 = g21, and G = gas. For
this case, the positive definite requirement amounts to the condition

11922 — 9%2 >0

with g11 > 0. The condition that the g, form a second-order covarlant tensor
means that under a smooth codrdinate transformation from u = (ul,u?) to
u = (4!, 4?), the components g;r(u) transform to G, (0) according to the
relation

. A uk

Glm = gjk@@’&—m'
The set ¢ equipped with such a tensor can be viewed as defining a geometrical
object in itself (as the surface X was). [t is a special case of what is called a
Riemannian manifold. Let M denote this geometrical object. A curve % in
o generates a curve v in M, and the arclength is given by

t1
L(v) = f +f gapud tukt dt,
(7) N b

where (ul(t),u?(t)), t € [to,%1] is a parametrization of 4. The condition that
the g;z form a second-order covariant tensor ensures that L(vy) is invariant
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with respect to changes in the curvilinear codrdinates u used to represent
M. Note also that L(v) iz invariant with respect to orientation-preserving
parametrizations of 4.

The advantage of the above abstraction is that it can be readily modified to
accommodate higher dimensions. Suppose that ¢ € R™ and u = (ul,...,u").

We can define an n-dimensional (Riemannian) manifold A by introducing a
metric tensor with components g,z such that:

1. the quadratic form gjkdujduk is positive definite;

2. gip =g for j,k=1,2,. . ,n;

3. under any smooth transformation u = u(l) the g transform to gy,
according to the relation

A Aud Huk
Yim = ijwaﬁ—m-

A curve v on M is generated by a curve 4 in # € R™. Suppose that u(t) =
(ul(?),...,u™(¥)), t € [to,?1] is a parametrization of 4. The arclength of v is

then defined as .
1
L{v) = f gipud uk dt.
() LV

A generalization of the geodesic problem is thus to find the curve(s) 4 in o
with specified endpoints uy = u(¢g), uy = ui#1) such that L{y) is a minimum.

Geodesics are of interest not only in differential geometry, but also in
mathematical physics and other subjects. It turns out that many problems
can be interpreted as geodesic probleme on a suitably defined manifold.1® In
this regard, the geodesic problem is even more important because it provides
a unifying framework for many problems.

1.4.3 Minimal Surfaces

We have already encountered a special minimal surface problem in our dis-
cussion of the catenary. The rotational symmetry of the problem reduced the
problem to that of finding a function ¥ of a single variable x, the graph of
which generates the surface of revelution having minimal surface area. Locally,
any surface can be represented in “graphical” form,

r(z,y) = (2,1, 2(z,4)), (1.17)

where 1 is the position function in E%. Unless some symmetry condition is
imposed, a surface parametrization requires two independent variables. Thus
the problem of finding a surface with minimal surface area involves two Inde-
pendent variables in contrast to the problems discussed earlier.

'3 In the theory of relativity, where differential geometry is widely used, the condi-
tion that the metric tensor be positive definite is relaxed to positive semidefinite.
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Given a simple closed space curve 7, the basic minimal surface problem
entails finding, among all smooth simply connected surfaces with v as a bound-
ary, the surface having minimal surface area. Suppose that the curve v can be
represented parametrically by (z(¢), y(2), 2(¢)) for ¢t € [to,¢1], and for simplic-
ity suppose that the projection of ¥ on the zy-plane is also a simple closed
curve; Le., the curve ¥ described by (z(t), y(¢)) for ¢ € [¢g, 1] is a simple closed
curve in the zy-plane. Let {2 denote the region in the zy-plane enclosed by 4.
Suppose further that we restrict the class of surfaces under consideration to
those that can be represented in the form (1.17}, where z is a smooth function
for {(z,y) € £2. The differential area element is given by

az\ 2 Az 2
e oo

and the surface area is thus

a9z 8z
A=) = 1 — — | drdy.
o= [ e () (2 e
The (simplifiecd) minimal surface problem thus concerns determining a smooth
function z : £2 — R such that z(z (%), y(¢)) = z(¢) for ¢ € [ts,t1], and A(z) s a

minimum. There is a substantial body of information about minimal surfaces.
The reacder can find an overview of the subject in Osserman [38].

1.5 Optimal Harvest Strategy

Our final example in this chapter concerns a problem in economics dealing
with finding a harvest strategy that maximizes profit. Here, we follow the
example given by Wan [T1], p. 6 and use a fishery to illustrate the model.

Let y(t) denote the total tonnage of fish at time ¢ in a region {2 of the
ocean, and let . denote the carrying capacity of the region {2 for the fish.
The growth of the fish population without any harvesting is typically modelled
by a first-order differential equation

y'(t) = ft ). (1.18)

If % 13 small compared to 7., then f is often approximated by a linear function
iny; e, f(t,y) = ky+ g(t), where & is a constant. More complicated models
are available for a wider range of y(¢) such as logistic growth

fty) = ky(?) (1 — y?) .

The ordinary differential equation (1.18) is accompanied by an initial condi-
tion



22 1 Introduction

y(0) = wo (1.19)
that reflects the initial fish population.
Suppose now that the fish are harvested at a rate w(t). Equation (1.18)
for the population growth can then be modified to the relation

Y0 = f(ty) - ). (1.20)
Given the function f, the problem is to determine the function w so that the
profit in a given time interval T' is maximum.

It is reasonable to expect that the cost of harvesting the fish depends on
the seazon, the fish population, and the harvest rate. Let c(t,y,w) denote
the cost to harvest a unit of fish biomass. Suppose that the fish commands a
price p per unit fish biomass and that the price is perhaps season dependent,
but not dependent on the volume of fish on the market. The profit gained by
harvesting the fish in a small time increment is {p(t} — (¢, y, w))w(t) dt. Given
a fixed period T' with which to plan the strategy, the total profit is thus

T
Ply,w) = [ (p(t) — (b, y,w))w(0) di.

The problem is to identify the function w so that P is maximum.

The above problem 1s an example of a constrained variational problem. The
functional P is optimized subject to the constraint defined by the differential
equation (1.20) (a nonholonomic constraint) and initial condition (1.19). We
can convert the problem Into an unconstrained one by simply eliminating
w from the integrand defining P using equation (1.20). The problem then
becomes the determination of a function % that maximizes the total profit.
This approach is not necessarily desirable because we want to keep track of
w, the only physical quantity we can regulate.

A feature of this problem that distinguishes it from earlier problems is the
absence of a boundary condition for the fish population at time T'. Although
we are given the Initial fish population, it is not necessarily desirable to specify
the final fish population after time 7. As Wan points out, the condition y(T) =
0, for example, 1s not. always the best strategy: “green issues” aside, it may cost
far more to harvest the last few fish than they are worth. This simple model
thus provides an example of a variational problem with only one endpoint
fixed in contrast to the catenary and brachystochrone.

In passing we note that economic models such as this one are generally
framed In terms of “present value.” A pound sterling invested earns interest,
and this should be incorporated into the overall profit. If the interest is com-
pounded continuously at a rate », then a pound invested yields €™ pounds
after time ¢. Another way of locking at this is to view a pound of income at
time ¢ as worth e~"% pounds now. Considerations of this sort lead to profit
functionals of the form

T
Ply,w) = [ e (p(t) — olt, y, w))ul?) d.
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The First Variation

In this chapter we develop a necessary condition for a function to yield an
extremum for a functional. The centrepiece of the chapter is a second-order
differential equation, the Euler-Lagrange equation, which plays a role analo-
gous to the gradient of a function. We first. motivate the analysis by reviewing
necessary conditions for functions to have local extrema. The Euler-Lagrange
equations are derived in Section 2.2 and some special cases where the differ-
entlal equation can be simplified are discussed in Section 2.3. The remaining
three sections are devoted to more qualitative topics concerning degenerate
cases, invariance, and existence of solutions. We postpone a discussion of suf-
ficient conditions until Chapter 10.

2.1 The Finite-Dimensional Case

The theory underlying the necessary conditions for extrema in the calculus
of variations is motivated by that for functions of n independent variables.
Problems in the calculus of variations are inherently infinite-dimensional. The
character of the analytical tools needed to solve infinite-dimensional problems
differs from that required for finite-dimensional problems, but many of the
underlying ideas have tractable analogues in finite dimensions. In this section
we review a necessary condition for a function of n independent variables to
have a local extremum.

2.1.1 Functions of One Variable

Let f be a real-valued function defined on the interval I € R. The function
f I — R is said to have a local maximum at z € I if there exists a number
€ > 0 such that for any & € (z — e,z +¢) T I, f(z) < f(z). The function
f I — R is sald to have a local minimum at z € [ if —f has a local
maximum at r. A function may have several local extrema in a given interval.
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It may be that a function attains a maximum or minimum value for the
entire interval. The function f : I — R has a global maximum on T at
xe Iif f(2) < f(z) for all £ £ I. The function f is said to have a global
minimum on I at z € I if —f has a global maximum at z. Note that if T
has boundary points then f may have a global maximum on the boundary. If
f 18 differentiable on I then the presence of local maxima or minima on [ is
characterized by the first derivative.

Theorem 2.1.1 Let f be a real-valued function differentiable on the open
interval I. If f has a local extremum at x € I then f'(z) =0.

Proof: The proof of this result is essentially the same for a local maximum
or minimum. Suppose that z Is a local maximum. Then there is a number
€ > 0 such that for any & € {(z — ¢, + ¢} C I the inequality f(z) > f(z) is
satisfied. Now the derivative of f at x is given by

£ = lim (/(3) - 1))/ G — o)

The numerator of this limit is never positive since f(z) is a maximum, but
the denominator iz positive when ¥ > r and negative when & < z. Since the
function [ is differentiable at x the right- and left-sided limits exist and are
equal. The only way this can be true is if f/{z) =0. O

It is lluminating to examine the situation for smooth functions. We use
the generic term “smooth” to indicate that the function has as many continu-
ous derivatives as are necessary to perform whatever operations are required.
Suppose that f is smooth in the interval (z — e,z + €), where ¢ > 0. Let
¥ — x = en. Taylor’s theorem indicates that, for e sufficiently small, f can be
represented by

£0) = 1) +enf (@) + S ") + O(E). .

If f{z) # 0 and € is small, the sign of f(z) — f(z) is determined by nf'{z).
Suppose that f(z) # 0. If f has a local extremum at z then the sign of
F(z) — f(x) cannot change in (x — e,z +¢€), so that nf'(z) must have the same
gign for all 5. But it is clear that # can be positive or negative and hence
nf'(x) can be positive or negative. We must therefore have that f/(z) =0. If
f{z) =0, then the above expansion indicates that the sign of the difference is
that of the quadratic term, i.e., the sign of f(z). If this derivative is negative
then f(z) is a local maximum; if it is positive then f(z) is a local minimum.
It may be that f”(x) = 0. In this case the sign of the difference depends on
the cubic term, which contains a factor n®. Like the linear term, however, this
factor can be either positive or negative depending on the choice of 5. Thus, if
F{x) £ 0, f(z) cannot be a local extremum. We can continue in this manner
as long as f has the requisite derivatives in {z — e,z +¢€).

For a differentiable function it i1s easy to see graphically why the condition
F{z) = 0 iz necessary for a local extremum. The Taylor expansion for a
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smooth function indicates that at any point x at which the first derivative
vanishes an O(e) change in the independent variable produces an O(e?) change
in the function value as ¢ — 0. For this reason peints such as = are called
stationary points. The functions f,(z) = 2, where n € N, z € R provide
simple paradigms for the various possibilities

Example 2.1.1: Let f(z) = 322 — 2 The function f is smooth for z €
R and therefore if any local extrema exist they must satisfy the equation
6z—3z2 = 0. This equation is satisfied if £ = 0 or z = 2. The second derivative
is 6 — 6z, so that f”{0) = 6 and consequently f(0) is a local minimum. On
the other hand, f”(2) = —6 and thus f(2) iz a local maximum.

Example 2.1.2: Let

z2ein?(1/2), il =
f(“’)_{o, W )’igrig.

This function is differentiable for all z £ R. Now f/(0) = 0, and thus z =0

is a stationary point but the derivative is not continuous there and so f*(0)
does not exist. We can deduce that f has a local minimum at z = 0 because

Jlz) z0forall z € R.

Example 2.1.3:  Let f(z) = |z|. This function is differentiable for all z &
R — {0}. The derivative is given by f'{z) = —1 for x < 0, and f'(z) =1 for
z > 0. Thus f cannot have a local extremum in R\ {0}. Nonetheless it is clear
that f(0) = 0is a local (and global) minimum for £ in R.

Example 2.1.4: Let f(z) = &*. This function is smooth for all z € R and
its derivative never vanishes; consequently, f does not have any local extrema.

The relationship between local and global extrema is limited. Certainly if
f has a global extremum at some inferior point z of an interval then f(z)
is also a local extremum. If, in addition, f is differentiable in I, then it must
algo satisfy the condition f'(z) = Q. But it may be (as often is the case) that
a global extremum Is attained at one of the boundary points of I, in which
case even if f is differentiable nothing regarding the value of the derivative
can be asserted.
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2.1.2 Functions of Several Variables

The definitions for local and global extrema in n dimensions are formally the
same as for the one-variable case. Let {2 C R™ be a region and suppose that
F:12— R Fore>0and x = (z1,79,...,2,), let

Blx;e) ={X e R" 1 |21 — 21| + &2 — 2P + - £, — ma|? < 2 ).

The function f: [2 — R has a global maximum {global minimum) on
Ratx e 21U fX) < fx) (f{%) 2 f(x)) for all & € (2. The function [
has a local maximum {local minimum) at x € {2 if there exists a number
e > 0 such that for any X € B(x;¢) © 2, f(¥%) < f(x) (fX) = f(x)). As
with the one-variable case if {2 has boundary peints f may have a global
maximum/minimum on the boundary.

Necessary conditions for a smooth function of two independent variables
to have local extrema can be derived from considerations similar to those used
in the single-variable case. Suppose that f : {2 — R 1s a smooth function on
the region 2 C R?, and that f has a local extremum at x = (z1,23) € (2.
Then there exists an e > 0 such that f(X) — f(x) does not change sign for all
%X € B(x;e). Let X = x + en, where 7 = (n1,72) € R?. For € small, Taylor’s
theorem implies

$6) = 709+ e {m Ly 2B

e [ 20%f(x) Ffx) | 2Pf(x)
+ 21 {7?1 Oz2 +2mms Ar10T5 R Ax2 }
+O(E),

and the sign of f(%) — f(x) is given by the linear term in the Taylor expansion,
unless this term is zero. But, if x + en € B(X; ), then x — ey € B(x;¢) and
these points yield different signs for the linear term unless it is zero. If x 1s a
local extremum we must therefore have that

a a
(mam2) <a—f 3—;;) —0, (2.2)

for all € B2 In particular, equation (2.2) must hold for the special choices
e; = (1,0) and e = (0,1). The former choice implies that 3f/dz; = 0 and
the latter choice implies that 3f/dzs = 0. We thus have that if f has a local
extremum at x then

Vi) = 0. (2.3)

Geometrically, equation (2.2) implies that the tangent plane to the graph of
f iz horizontal at a local extremum. Points x at which V f(x) = 0 are called
stationary points. If X is a stationary point and X = x+en, then f{X)— f(x)
is O(e?) as € — 0, in contrast to the generic case where an O(¢) change in the
independent variables produces an ((e) change in the difference.
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Example 2.1.5: Let f(x1,22) = 2% — 23 + 23. The stationary points for
f are given by Vf(x1,22) = (21 + 32%, —222) = 0. This equation has two
golutions (0,0) and (—2/3,0). It can be shown that (0,0) produces neither a
local minimum nor a local maximum for f (it is a saddle point). [n contrast,
at (—2/3,0) it can be shown that f has a local maximum.

Example 2.1.6: The monkey saddle! is a surface described by f(z1,22) =
x5 — 3z37e. If X is a stationary point for f then the equations

—655‘]_55‘2 = O,

323 — 327 = 0,

must be satisfied and this means that r1 = 22 = 0. The function f does not
have a local extremum at this point. Note that even the second derivatives at
this point are zero.

The extension of the above arguments to functions of n independent vari-
ables is straightforward. Let f : {2 — R be a smooth function on the region
2 € B®, and suppose that f has a local extremum at x € 2. Then, for ¢ > 0
sufficiently small, the sign of f(%) — f(x) does not change for all X € B(x;¢).
Let x = x +en, where 7 = (171,72, ... , 7). For € is sufficiently small, Taylor’s
theorem Implies

F&) = F(x) +en- V) + O(),

and the sign of f(&) — f(x) is determined by the linear term in the Taylor
expansion, provided this term is not zero. But the linear term must be zerc
gince x + en and X — e7 are both in B(x; ¢); hence,

n- Vi) =0 (2.4)

for all 7 € R™. The special choicezs e = (1,0,...,0), ea = (0, 1,...,0),... e, =
(0,0,...,1) for n yield the n conditions 8f/dz, =0 at x for k =1,2,...,n.

In summary we have the following result.

Theorem 2.1.2 Let f: {2 — R be a smooth function on the region 2 C R™.
If f has a local extremum at a point x € {2 then

Vi(x) =0. (2.5)

! The graph of this surface near x = 0 has three valleys and three hills. A monkey
requires a saddle with two depressions for its legs and a third for its tail.
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2.2 The Euler-Lagrange Equation

Local extrema for a functional can be defined in a manner analogous to that
used for functions of n variables. The transition from finite to infinite dimen-
sional domains, however, carries with it some complications. For instance,
there may be several vector spaces for which the problem is well defined, and
once a function space is chosen, there may be several suitable norms avail-
able. The vector space O™z, z1], for example, can be equipped with any of
the || - ||x,00 norms, k = 1,2,...,n or even any L? norm. ? Unlike the finite-
dimensional case, different norms need not be equivalent and thus may lead to
different extrema. Functions “close” in one norm need not be close in another
norm. In applications, the choice of a vector space and norm form an integral
part of the mathematical model.

Let J : X — R be a functional defined on the function space (X, | - |)
and let § € X. The functional J is sald to have a local maximum in § at
y € S if there exists an ¢ > 0 such that J{g) — J(y) < 0 for all § € § such
that || — v| < e. The functional J is said to have a local minimum in & at
y € 5 if ¢ is a local maximum in & for —J. In this chapter, the set & is a set
of functions satisfying certain boundary conditions.

Functions f € & in an e-neighbourhood of a function ¥ € § can be repre-
sented in a convenient way as a perturbation of y. Specifically, if 4 € 5 and
|l — ¥|| < €, then there iz some 5 £ X such that

i =y +en

All the functions in an e-neighbourhooed of i can be generated from a suitable
set H, of functions 5. Certainly any such 5 must be an element of X, but »
must also be such that y + en € 5. The set H, is thus defined by

H=heX:yt+eped and |n| <1}

Since the inequalities defining the extrema must be valid when ¢ is replaced
by any number ¢ such that 0 < ¢ < ¢, it iz clear that ¢ can always be made
arbitrarily small when convenient. The auxiliary set. H, can thus be replaced
by the set

H={neX:y+enes}

for the purposes of analysis.

At this stage we specialize to a particular class of problem called the fixed
endpoint variational problem, * and work with the vector space C?[x, z1]
that consists of functions on [xg, z1] that have continuous second derivatives.
Let J : C%[xg,21] — R be a functional of the form

? Qee Appendix B.1.
3 More accurately, it is called the nonparametric fixed endpoint problem in the
plane.
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(x1, 9 +8)
y X,
(x[}’ y0+8) ( 1 yl)
y=y+en (x1, y1—€)
(g, Y0)
(xXgs Yo —€)
> X

Fig. 2.1.

J(y):/ 1J‘T(sﬂ,y,y’)ai’:r,

where f is a function assumed to have at least second-order continuous partial
derivatives with respect to z,y, and y'. Given two values y,71 € R, the
fixed endpoint variational problem consists of determining the functions y <
2|z, x1] such that y(z6) = ¥o, ¥(r1) = ¥1, and J has a local extremum in §
at y € 5. Here,

S={ye CQ[IO,Iﬂ cy(zo) = yo and y(z1) =0},

and
H = {n e C®lzo,21] : nlzo) = n{z1) = 0}
(cf. figure 2.1).

Suppose that J has a local extremum In § at . For definiteness, let us
assume that J has a local maximum at y. Then there is an ¢ > 0 such that
J() — J(y) < 0for all § £ & such that [|§— y|| < e. For any § € & there is an
1 € H such that § = y + e, and for € small Taylor’s theorem implies that

F@,4,8) = flz,y+en, v +enf)

a a
— Fay) e {nai + naj} L O@E).

Here, we regard f as a function of the three independent variables z,y, and
v/, and the partial derivatives in the above expression are all evaluated at the
point (z,y,y"). Now,
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xy
(2,6, ) de — f fyy, o) de
fl)

_f:{( (zyy)ﬂ{ 8f+ gf!}+0( )) (r,y,y’)} dz

] a
:e/; (af—i- 8;) da + O(e?)

0

= edJ(n,y) + O(&).

The quantity
af af
5J(n,y):/ ( +7 >d$
o 8 B d

ig called the first variation of J. Evidently, if » € H then — € H, and
§J(m,y) = —6J(—n,y). For € small, the sign of J(§) — J(y) is determined by
the sign of the first variation, unless 6.J(n,y) = 0 for all n € H. The condition
that J(y) be a local maximum in 5, however, requires that J(y) — J(y) does
not change sign for any § € § such that ||§ — y| < ¢ consequently, if J(y) is
a local maximum then

zq H
6J(n,y):/I (n5£+n5;> de =0, (2.6)

o]

for all n € H. A similar chain of arguments can be used to show that equation
(2.8) must be satisfied for all p € H if J has a local minimum in S at y.

So far we have shown that if J has a local extremum in 5 at i then equation
(2.8) must be satisfied for all n € H. As in the finite-dimensional case, the
converse is not true: satisfaction of equation (2.6) does not necessarily mean
that y produces a local extremum for J. If y satisfies equation (2.6) for all
n € H, wesgay that J is stationary at ¢, and following common convention, ¥
is called an extremal for .J even though it may not produce a local extremum
for J.

Equation (2.6} is the infinite-dimensional analogue of the equation (2.5).
Recall that the condition Vf = 0 is derived from the fact that - Vf =0
must hold for all n € R™. By a suitable choice of vectors in R™ it was shown
that each component of ¥V f must vanish separately. A similar strategy can
be used to divorce the necessary condition (2.6) from the arbitrary function
7. It is not yet clear, however, which special choices of functions in H will
accomplish this. Moreover the integrand in equation (2.6) contains not only
n but also #' to complicate matters,

The %" term in equation (2.6) can be eliminated using integration by parts.

In detail,
COf L OF e A fAfN
e nay T ey e Sy, Tdz \ Oy

a
£q af>
- — n— dz,
/wo dx ([‘)y
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where we have used the conditions n(xg) = 0 and n(z1) = 0. Equation (2.6)

can thus be written
oy Lo )|
n{— dr = 0. (2.7)
/EO Sy dxr \ 3y

af d fafN _af  &f &f . #f
Ay dr \ Oy ) Ay  Ordy 8y5y’y 8y’5y’y ’
and given that f has at least two continuous derivatives, we see that for any

fized y € C?[xg,x1] the function E : [zg, z1] — R defined by

of d /of
50~ 5y~ 4 (o)
is continuous on the interval [rp,z1]. Here, for a given function y the partial
derivatives defining & are evaluated at the point {z,y(x), v (z)). In fact, & can

be regarded as an element in the Hilbert space L2[zg, 71]* and since any n ¢ H
is also in I?[zg,71] we can draw a closer analogy with the finite-dimensional

Now

case by noting that equation (2.7) is equivalent to the inner product condition

m&»—[“me@Mx—o (2.8)

0

for all » € H. As with the finite-dimensional case, we can show that the
above condition leads to E' = 0 by considering a special subset of H. First we
establish two technical results.

Lemma 2.2.1 Let o and 8 be two real numbers such that oo < 3. Then there
exists a function v € C?(R) such that v(z) > 0 for all 2 € (o, 8) and v(x) =0
forallz e R — (o, ).

Proof: Let

otherwise.

v(z) = {(ra) (8 —2) ifz € (o, B)

The function » clearly has all the properties claimed in the lemma except
perhaps continucus derivatives at ¥ = @ and z = 3. Now,

v@) -vle) _ | @-a)(B-a)P -0

9:—>a+ T — :c—>a+ T — o

= lim+(55 —a) (B —xz)® =0,

and

* Hilbert spaces are discussed in Appendix B.2. Any function continucus en the
interval [zo, 1] is in this space. There are a lot “rougher” functions in this space
as well.
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I v(z) — () o 0—-0

T r — z—a- T — &

go that ¢/ = 0. Similarly,

lim v (x) — v/ () _ 3r —a)2(B—2)?*(B+a—22)-0
z ot r— o z—at r—o

= lim+3(5c —a)(3—x)*(B+a—2z) =0,

and , , 0_ 0
lim Vi{z) —v'la) _ lim —— =0,
B0 r — & z—a- T — &

go that v"{a) = 0. Similar arguments can be used to show that +"(3) = 0.
The second derivative is thus

6z —)(B—2) {(z —a)* +(B-x)*
V' (z) = —3(x —a)(B —x)}, if z e (o,3)

0, otherwise,

and it is clear that
lim v"(z) =" () =0

and
lir% v (z) =" (B3) =0
hence, v € C2(R). O

Lemma 2.2.2 Suppose that {n,g) =0 for alln € H. If g : [zo,21] = R is a
continuous function then g =0 on the inderval [zg,x1].

Proof: Suppose that g # 0 for some ¢ € [xg, z1]. Without loss of generality it
can be assumed that g(c) > 0, and by continuity that ¢ £ (xg,21). Since g is
continuous on [rg, z1] there are numbers @, 3 such that rqp < a < c< 8 < 3
and g(z) > 0 for ¢ £ (o, ). Lemma 2.2.1 implies that there exists a function
v € C?[zg,71] such that v(z) > 0 for all z € (a,3) and v(z) = 0 for all
z € [zg, 1] — (2, 3). Therefore, v € H and

2 &)
{v, g} :f v(zr)g(z) dz :/ viz)glz)de > 0,

which contradicts the assumption that {(1,g) = 0 for all p € H. Thus ¢ =0
on (zg,z1) and by continuity ¢ = 0 on [zq, z1]. O

The above result indicates that if i is an extremal, then E = 0 for all
z € [xg, z1]. Formally, this result is summarized in the next theorem.
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Theorem 2.2.3 Let J: C?[xg,x1] — R be a functional of the form

) = / ) de,

where f has continuous partial dertvatives of second order with respect to x,v,
and 3, and x5 < x1. Let

S = {?J S 02[5«"0,5«"1} : ?J(Io) =1y and 9(331) = ?Jl},

where yy and y1 are gwen real numbers. If y € S is an extremal for J, then

d (ofN af
< (ay) -F o (2.9)

Jor oll © € [zo,21)].

Equation (2.9) is a second-order {generally nonlinear) ordinary differential
equation that any (smooth) extremal y must satisfy. This differential equation
is called the Fuler-Lagrange equation. The boundary values associated
with this equation for the fixed endpoint problem are

w(zo) =wo, w(x1) = (2.10)

The Euler-Lagrange equation is the infinite-dimensional analogue of the
equation (2.5). In the transition from finite to infinite dimensions, an algebraic
condition for the determination of points x € R™ which might lead to local
extrema Is replaced by a boundary-value problem involving a second-order
differential equation.

Example 2.2.1: Geodesics in the Plane
Let (zg,%0) = (0,0) and (x1,31) = (1,1). The arclength of a curve described
by y(z), = € [0,1] is given by

J(w) :/0 V14 y?de.

The geodesic problem in the plane entails determining the function 7 such
that the arclength is minimum. We limit our investigation to functions in
C?[0,1] such that

y(0)=0, y(1)=1L
If ¢ is an extremal for .J then the Euler-Lagrange equation must be satisfied;
hence,

dfofy Of _df v ) g,
dr \ Jy dy  dx 1L o

le.,
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!

Y
Jiiv?

The last equation is equivalent to the condition that 3/ = ¢1, where ¢; is a
constant. Consequently, an extremal for J must be of the form

= const.

y(z) = a1z + oo,

where ¢y is another constant of integration. Since y(0) = 0, we see that c; = 0,
and since (1) = 1, we see that o1 = 1. Thus, the only extremal ¥ is given by
y{z) = z, which describes the line segment from (0,0) to (1,1} in the plane
(as expected). We have not shown that this extremal is in fact a minimum.
(This is shown in Example 10.7.1.)

Example 2.2.2:  Let (zg,v0) = (0,0), (zr1,v1) = (1,1), and consider the
functional defined by

1
J(y) = / (y"2 — 4 2xy) dr.
0

The Euler-Lagrange equation for this functional is
d(2 N — (—2y +2x) =0,
dz Y Yy )=

le.,

y”—}—y:a:.

The homogeneous solution is vy, (x) = cycos(z) + cgsin(z), where ¢; and ¢z are
constants, and the particular solution is v, (z) = x. The general solution to
the Fuler-Lagrange equation is thus given by

y(x) = cicos(x) + cosin(z) + .

The condition y(0) = 0 implies that ¢; = 0, and the condition y(1) = 1implies
that c; = —1/sin(1). The only extremal for this functional is thus given by

sin(z)

sin(1)"

y(x) =z —

Example 2.2.3: Let k denote some positive constant and let J be the
functional defined by

() = / "2 = ky?) de,

with endpoint conditions ¥(0) = 0 and y(7) = 0. If y is an extremal for J then
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i(2?4’) + 2ky = 0;
dx ’

le.,

Yy 4+ ky = 0.

The general solution to the Euler-Lagrange equation is
y(z) = clcos(\/gsc) + CQSin(\/EI).

Now %(0) = 0 implies that ¢; = 0, and y(r) = 0 implies that eesin(v/kr) = 0.
If vk is not an integer, then ¢ = 0, and the only extremal is v = 0. If v/k is
an Integer, then Sil’l(\/Eﬂ') = 0 and ¢z can be any number. In the latter case
we have an infinite number of extremals of the form y(z) = @sin(ﬁm).

Exercises 2.2:

1. Alternative Proof of Condition (2.6): Let y £ S and 5 ¢ H be fixed
functions. Then the quantity J{y + en) can be regarded as a function of
the single real variable €. Show that the equation dJ/de = 0 at e = 0 leads
to condition (2.6) under the same hypotheses for f.

2. The First Variation: Let J: 5 — 2 and K : § — {2, be functionals
defined by

Iw= [ fewidn K= [ ey,

%o

where f and g are smooth functions of the indicated arguments and f2 <
R.
(a) Show that for any real numbers 4 and B,

8(AJ + BK)(n,y) = AéJ(n,y) + BK (n,y) (2.11)
(i.e., 4 is a linear operator), and

JE) (o, y) = K(n,9)0 (7, 9) + T (, )8 K (m, ) (2.12)

(a product rule).
(b) Suppose that G : £2 x 2 — R is differentiable on {2 x (2. Show that

JG 9G
(a “chain rule” for the & operator).
3. Let n be any positive integer. Extend Lemma 2.2.1 by showing that there

exists a v € C*(R) such that v(z) > O for all ¢ € (¢, 5) and = 0 for all
e R\ (o, ).
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4. Let J be the functional defined by

1
J(y) :f (y* + 9 + dye”) du,
1]

with boundary conditions () = 0 and y(1) = 1. Find the extremal(s) in
C2(0,1] for J.
5. Consider the functional defined by

1
J(y):/ ey dx.

-1

(a) Show that no extremals in C[—1,1] exist which satisfy the boundary
conditions y(—1) = —1, (1) = 1.

(b) Without resorting to the Fuler-Lagrange equation, prove that J can-
not have a local minimum in the set

S={ycC*-1,1:y(-1) =1 and y(1) =1}.

2.3 Some Special Cases

The Euler-Lagrange equation is a second-order nonlinear differential equation,
and such equations are usually difficult to simplify lel. alone sclve. There
are, however, certaln cases when this differential equation can be simplified.
We examine two such cases in this section. We suppose throughout that the
functional satisfies the conditions of Theorem 2.2.3.

2.3.1 Case I: No Explicit y Dependence

Suppose that the functional is of the form

s - | " flay) da,

where the variable 3 does not appear explicitly in the integrand. Evidently,
the Euler-Lagrange equation reduces to

of

@ = C1, (2.14)

where ¢ 18 a constant of integration. Now df/dy is a known function of z
and ¥, so that equation (2.14) is a first-order differential equation for . In
principle, equation (2.14) is solvable for 3/, provided 82 f/8y™ # 0, ® so that
equation (2.14) could be recast in the form

¥ One can invoke & variant of the implicit function theorem (Appendix A.2).
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y’. - g($,61),

for some function g and then integrated. In practice, however, solving equation
(2.14) for ¥ can prove formidable if not impossible, and there may be several
solutions available. Nonetheless, the absence of y in the integrand simplifies the
problem of solving a second-order differential equation to solving an implicit
equation and quadratures.

Example 2.3.1: Let

21
J(y):/ e“/1+y?dx.
20

The Euler-Lagrange equation for this functional leads to the equation

of ey

8y’ = 7*1 Jr y!2 = ],

where ¢; is a constant of integration. Note that |v'/+/1+ 42| < 1 so that
le1| < e*0. Equation (2.15) can be solved for 3’ to get

(2.15)

T —
?
eQI - C%

and Integrating this expression with respect to z ylelds

y(z) = sec ! (e_) 4 ez,

€1

where ¢ 1s another constant.

Example 2.3.2: Geodesics on a Sphere
In Example 1.4.1, let w = 8 and v = ¢. Suppose that we choose t = u, so that
we regard ¢ as a function of #. The arclength functional for the sphere is then

&1
J(p) = f@ /14 ¢2sin” 4 d8, (2.16)

where ¢’ denotes d¢/df. The integrand does not contain ¢ explicitly, and
therefore the Euler-Lagrange equation gives
¢ sin” 6
1+ ¢2sin? 8
where ¢q 1g a constant. Now, ¢/2sin* 8 < ¢2sin® @ < 14+¢2sin? 8, and therefore

—1 < ¢ < 1. Hence, we can replace ¢; by the constant sin . Equation (2.17)
implies

— o, (2.17)
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¢, sin o
= ;
gin 6+/sin® 4 — sin® o
thus,
&

sin e
g sin&+/sin® € — sin® o

where 8 = ¢{(fh). The above equation yields the implicit relation

¢ = dé+ 3,

tan o

cos{¢ + ) = g (2.18)

or in Cartesian coordinates,
zcosff —ysinf = ztano. (2.19)

Equation (2.19) is the equation of a plane through the centre of the sphere.
The geodesic corresponds to the Intersection of this plane with the sphere;
hence, it must be an arc of great circle.

2.3.2 Case II: No Explicit @ Dependence

Another simplification is available when the integrand does not contain the
independent variable x explicitly.

Theorem 2.3.1 Let J be a functional of the form

1w = [ ? fy ) da,

and define the function H by

a
Hy,y') = y’a—;, - f

Then H is constant along any extremal .

Proof: Suppose that ¥ is an extremal for J. Now,

d W d [, 8f
dIH(y,y)dg(yay,f)

af d af af af
_.nY s A s nws
e (Ve v )

Vg TV 5y
(Aot o
dr &yt Ay )’

and since vy is an extremal, the Euler-Lagrange equation (2.9) is satisfied;
hence,
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d n

Consequently, H must be constant along an extremal. O

Note that the function H depends only on % and %', and thus the equation
H{y,y') = const. (2.20)

is a first-order differential equation for the extremal .

Example 2.3.3: Catenary
The catenary problem {Section 1.2) has a functional of the form

z
J(y):/ v/ 1+ y2 da.
zq

The above Integrand does not contain x explicitly and therefore

av e A

is constant along an extremal. Any extremal ¥ must consequently satisfy the
first-order differential equation

»
1442 i, (2.21)

where ¢1 iz a constant. If ¢p = 0, then the only solution to equation (2.21) is
y = 0. Suppose that ¢; # 0; then equation (2.21) can be replaced by

' )
— 15 9.99
Y . (2.22)

+ &2,

(y+ VYR - C§)
aln| =—¥=2 =
=1

where c; is a constant of integration. Now,

crel®menlen — g a2 2
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and )
8187(1762)/61 _ C1 :
¥y -
therefore,
( (z—c2)/c1 + —(cc—cg)/cl) ¥+ ) 2 T C%
cle e =y Yy —c -
Lyt g
= 2y.

The extremals are thus given by

— o9

y(z) = clcosh(a:

).

&l

Example 2.3.4: Brachystochrone
The brachystochrone problem (Section 1.2) has a functional of the form

- [ 5

The integrand does not depend on x explicitly; thus,

, 0
H{y,v') =y Bf, —f
_ le B 1+y12
y(1+y?) Y
1

V(4 v?)

is constant along an extremal. If % is an extremal for J then it must satisfy
the first-order differential equation

y(l+y?) =, (2.23)

where ¢; is a constant. Equation (2.23) can be solved parametrically. Let
= tant; then 1 + 42 = sec? ¢ and

c1

y= i crcos® ¢ = wmy (1 4+ cos(29)), (2.24)

where 71 = ¢1/2. Now,

dy = —4k1cos sin ) dif
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and
dz = cot pdy = —drk, cos® o dap
= —2r1(1 + cos(29)) di.
Therefore,
T = fg — K1(21f 4 sin(29)), (2.25)

where sy is an integration constant. Equations (2.24) and (2.25) provide a
parametric solution to the problem. The solution curve is a well-known class
of plane curves called cycloids (Section 1.2).

The simplification when f does not depend on ¥ explicitly is more or less
obvious from the Euler-Lagrange equation; the simplification when z is absent
in f is less obvious. In particular, what leads one to consider a function such
as H in the first place? Equation (2.20) is an example of a conservation
law: along any extremal, the quantity H is conserved. In problems concern-
ing classical mechanics, H often represents the total energy of the system.
One can thus be led to consider a function such as H from the physics of
whatever the functional is modelling if a conservation law 1s known. Mathe-
matically, this approach is not very satisfactory. One Immediately questions
whether other conservation laws exist and if there are any other special cases
for the integrand leading to conservation laws. In fact, there are ways to de-
duce conservation laws mathematically. Noether’s theorem provides a general
framework in which to derive conservation laws. We discuss this theorem in

Chapter 9.

Exercises 2.3:

1. Find the general solution to the Euler-Lagrange equation corresponding

to the functional o
J(y):/ Flx)/ 1+ y2de,
2

where zy > 0, and investigate the special cases: (i) f(z) = /x, (ii) f(z) =
T.
2. Find the extremals for the functional defined by

1,02
“ dr,
T xZ

J () :[Z (1 — o) de.

Find a smooth extremal for J satisfying the boundary conditions y(2) =1

and y(3) = /3.

where zg > 0.
3. Let
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2.4 A Degenerate Case

In the examples so far, the integrand of the functional depends on 3/ in some
nonlinear way. If the integrand is linear in v/, the problem becomes degenerate
in a sense that is explained in this section.

Suppose that J is a functional of the form

J(y) = fxl (A, y)y + Bla,y)) de

where A and B are smooth functions of  and 3. The Euler-Lagrange equation
for this functional is

d 8/—1 a8
But d aA (94
Ay = ooty By
so that the Euler-Lagrange equation reduces to
a4 9B
. a—y = (2.26)

Note that equation (2.26) iz not even a differential equation for g it is an
implicit equation for % that may or may not have sclutions depending on
the given functions 4 and B. Moreover, equation (2.26) contains no arbitrary
constants so that arbitrary boundary conditions cannot be imposed on any
golutions.

It may be that equation (2.26) is satisfied for all z and y; ie., 4, = B, is
an identity. In this case equation (2.26) places no restriction on ¥, but it does
imply the existence of a function ¢(z,y) such that ¢, = A and ¢, = B. In
this case the integrand can be written as

9% 0% _db

f:&r y@yigj

that is, fdz = d¢ (an exact differential).® Consequently,

J(y) = [ " 4 = $ler, ylan) — S(zo, y(zo)),

0

so that J depends only on ¢ and the endpoints (zg, y(z¢)) and (z1,7(z1)). The
value of J is thus independent of ¥, so that the integral is path independent.

¢ Equation (2.26) is a well-known integrability condition {cf. [44], p. 529).
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Example 2.4.1: Let f(z,y,%") = (#? + 3y%)y + 2zy. Here, A, = 2z = B,,
so that the value of the functional defined by

J(y) = /mi ((z® +3y°)y + 2ay) dz

0

is Independent of the choice of 4. A function ¢ can be found by integrating
the equations B = ¢, and A = ¢,,. For example ¢, = B = 2zy; hence,

¢ =2y + Cly),
where C is some function of ¥ to be determined. Now
py =" +C'(y) = A =2+ 3¢5,

and so
=2y +y° +k,

where & 1s an arbitrary constant. Thus,

J(y) = ¢(z1,9(x1)) — ¢z, ¥{20))

= aiy + 1) — (#dvo +4d).

(Note that the arbitrary constant & vanishes from the final answer.)

In summary, variational problems with integrands of the form A{x, )y’ +
B(z,y) are degenerate in that either y is determined implicitly and can satisfy
only very special sets of boundary data, or the value of the corresponding func-
tional does not depend on the choice of 4. In the latter case the determination
of local extrema. is vacuous.

An immediate concern is that there may be other forms of integrands that
lead to path independent functionals. These functionals are characterized by
the property that the FEuler-Lagrange equation reduces to an identity valid
for all z and v in the space under consideration. The next thecrem shows that
in fact the integrand must be linear in ' for such an identity to be valid.

Theorem 2.4.1 Suppose that the functional J satisfies the conditions of The-
orem 2.2.3 and that the Fuler-Lagrange equation (2.9) reduces to an identity.
Then, the integrand must be linear in v, and the value of the functional is
independent of y.

Proof: If the Euler-Lagrange equation is an identity, then

of f  Pf , #f
By Ordy ('“)yc?y"y B ('“)y"2y =0 (2.27)

for all = € [zg,z1] and ¥ € §. Now, 4" appears only in the last term on the
left-hand side of the equation, and since equation (2.27) must hold for all
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y € 5§ we must have that §2f/9y? = 0. The integrand must therefore be of
the form

fle,y,9") = Alz,9)y + B(z, ),
where 4, = B, for all # € [2g,21] and y € 5. O

2.5 Invariance of the Euler-Lagrange Equation

The principles in physics that lead to variational formulations do not depend
on codrdinate systems. Geometrical problems such as the determination of
geodesics are likewlse “codrdinate free” in character. The path of a particle,
for instance, does not depend on the codrdinate system the observer uses to
describe 1t; a geodesic does not depend on a particular parametrization of
the surface. These types of problems can be framed in terms of maximizing
functionals and ultimately lead to sclutions to an Euler-Lagrange equation.
On physical (and geometrical) grounds one thus expects the FEuler-Lagrange
equation to also be invariant with respect to coérdinate transformations. In
this section we take an informal but practical lock at the invariance of the
Euler- Lagrange equation.
A coérdinate transformation

z=zx{u,v), y=uylu,v), (2.28)

is called smooth if the functions = and ¥ have continuous partial derivatives
with respect to u and ». A smooth transformation is called nonsingular if

the Jacoblan 5
(qu) _ det (I’U, yu)

Au,v) Ty Yo
satisfies the condition B(z.v)
I,y
0. 2.29
Blaer) # (2.29)

Here we use the notation z, = dx/du etc. for succinctness. Note that condi-
tion (2.29) implies that the transformation is invertible: to every pair (z,v)
there corresponds a unique pair (u, v} satisfying equation (2.28).7 We assume
that the codrdinate transformation defined by equation (2.28) is smooth and
nonsingular.

Let J be a functional of the form

J(y) = /9:1 Fla, ) da, (2.30)

and let S be defined by

" This result follows from the implicit function theorem; see Theorem A.2.2.
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S ={ye C?zo,z1] : y(zo) = o and y(z1) = w1},

where 3, and ¥ are given numbers. Suppose now that we write the functional
in terms of the (u,v) codrdinates and, for definiteness, let us regard v az a
function of w. Then,

dy _ dyfdu _ e + w0

dz de/du  x, + 2,9

and g
T ,
de = Ju du = (xy + T0) du,

where © denotes dv/du. The functional defined by equation (2.30) thus be-
comes

&1

J(y) = flz, 1) dz

= Fle(u, v), ylu, v), w)(% + zy1) du

0 Ty + T

g
= / Flu,v,0) du.
g

Here, the numbers wug, u1 and the new boundary values v(ug) = vo, v(w1) = ™1
are the unique solutions to the equations

Ig = I(uo,vo), ry = ﬂf(ula'b‘l),
Yo = ?J(uo,'vo)a = y(U1,U1).

For clarity, let
251
K(w) — f Flu,v, ) du, (2.31)

0

and let T' be the set defined by
T = {v e C?ug, uy] : v(ug) = vp and v{uy) = v, }.

Given a curve in the zy-plane described by a function y = y(z), the trans-
formation (2.28) defines the curve in the we-plane described by some function
v = v(u). The esgence of the invariant question ig: if » € T' iz an extremal for
K, is y £ 9 and exiremal for J (and vice versa)? The next thecrem resclves
this question.

Theorem 2.5.1 Let y € 8 and v €T be two functions that satisfy the smooth
nonsingular transformation (2.28). Then y is an extremal for J if and only if
v 15 an extremal for K.

Proof: Suppose that v € T' s an extremal for K. Then, v satisfies the Euler-
Lagrange equation

ddF OF

Fo Tl (2.32)
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Now, |
Flu,v,0) = f(z{u,v),y(u,v), %)(% Ly
so that
% - %(azmw:vi))a% (M)
ol
and

oF [ of af Of 0 [y + ¥ :
e (%xv + @yv + a—y,% (7:% Tz, (#y + 20)

)
A straightforward but tedious calculation shows that

doF OF  8(zy) ( d of ‘9f>_ (2.33)

dr dy' Oy

du &b v u,v)

Since the transformation is nonsingular, the Jacobian is nonzero; hence, if v
is an extremal for K then equations (2.32) and (2.33) imply that

dof of
de 8y Oy
go that ¥ must be an extremal for J. Equation (2.33) also implies the converse.

O

It is philosophically reassuring that the path of a particle is independent
of the observer’s choice of codrdinates. There is also a practical implication:
coordinate transformations can be made in the functional before the Fuler-
Lagrange equation is formulated. An example suffices to illustrate the value
of this ohservation.

Example 2.5.1: Lel J be the functional defined by
21
J(y):f 24y gy dr.
0

The integrand contains both z and % so that there are no conspicuous first
integrals of the Euler-Lagrange equation

d $2+y2 , 1+y!2
— 4 — — — = _ =0 2.34
dm( 1+y’2y Y T2 4 92 ( )



2.5 Invariance of the Euler-Lagrange Equation 47

On the other hand, the presence of the term /2 + 32 suggests the use of

polar codrdinates. Let

z =z(¢,r) =rcosd,
y = y(p,r) = reing.

This transformation is evidently smooth, and since

) _ g (1030

G(QS, T) Ty Yr
—rsing rcosg¢
= det (cosqb sin ¢ ) -0

the transformation i nonsingular, provided r # 0. Now, suppose that r is
regarded as a function of ¢, then

; Ys+ YT | TCOS +singr

Ty + T —Tsing+ cosgr’

so that
1+ yRdr = /72 72 de.

The functional J thus becomes
$1 $1
K(r) :/ /7 1 2 d :/ Fr,#) dé. (2.35)
¢o ¢o

The integrand does not depend on ¢ explicitly, and therefore the correspond-
ing Euler-Lagrange equation has a first integral

ar
Hray=r—-F
(r,7) i
22

- 77";:— = ra/r2 4 72

= const.;

F=ry/cird 1 (2.36)

where ) is a nonzero constant. Equation {2.36) can be integrated to solve for

¢ as a function of r,
1 1
sin_l( ) =g+ g,

dr
fT«/c%T‘l -1 2 crr?
where c3 is a constant. Thus, for 51 = 1/¢;, and s2 = —2cg, the function r(#)
is given implicitly by

l.e.
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51 .
Mo dn(2
2 gin(—2¢ + sg)

= — gin(2¢) cos ke + cos(2¢) sin g
= —2sin¢cosgcos kg + (2 cos® ¢ — 1) 8in Ko.

In terms of the original Cartesian coordinate system, the above expression Is
equivalent to
K1 = 2°8in ke — 22y €08 Ky — Y2 sin Ko, (2.37)

Exercises 2.5:

1. Change of Variable: Let % : [{5,t1] — R be a smooth function on the
interval [tg,#1] such that '(¢) > 0 for all ¢ € [t, 1] and let @(tp) = zq,
1 (t1) = x1. Using the transformation x = (%), the functional .J defined
by

Ty
I = [ fewy)ds
o
can be transformed to the functional K defined by
ty .
Ky = [ Peyvvd
o
where, for Y () = y(¥(¢)), V denotes dY/dt and
F,Y,Y) = (), V. V)u'(2).
Prove by direct calculation that
doF oF . (d49f Of
atay  ay dz &y Oy /)’

and hence that ¥ Is an extremal for J if and only if ¥ 1s an extremal for

K.
2. Let J be the functional defined by

J(r) —//2 T2 472 dd.

Find an extremal for .J satisfying the boundary conditions r(7/2) =1 and
r{m) =—1.
3. Let J be a functional of the form

1
J(y) = f g(z* + ") /1 + o2 do,
]

where g is some function of 22 4+ 4*. Use the polar codrdinate transfor-
mation to find the general form of the extremals in terms of g, 7, and

&.
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2.6 Existence of Solutions to the Boundary-Value
Problem*

In this section we discuss briefly and informally the question of existence and
uniqueness of solutions to the boundary-value problem associated with finding
extremals. Generally questions of this nature are difficult to answer even for
specific cases owing to two features. Firstly, the Euler-Lagrange equation is
usually a nonlinear differential equation and thus difficult if not impossible to
solve analytically. Secondly, boundary-value problems are global in character:
the solutions must be defined on the entire interval [zo, z1]. In contrast to
initial-value problems, which are local in character,® there are few general
results analogous to Picard’s theorem® available. Qur discussion is limited
primarily to examples that illustrate some of the pathologies of boundary-
value problems. An example of a general existence result for certain boundary-
value problems is given at the end of this section.

Under the conditions of Theorem 2.2.3, the determination of extremals for
a functional J of the form

J(y) = /9:1 Fla, ) da, (2.38)

with x¢ < x1 and given boundary values v, ¥1, entails finding solutions to
the Fuler-Lagrange equation

d af af
— =, 5 =0 2.39
da Ay Oy (2.39)
subject to the conditions
y{zo) = vo, ylz1) =v1. (2.40)

In this context a solution to the boundary-value problem is a function ¥ such
that:

(a) v e C*xo,21];
(b) ¥ satisfies the Huler-Lagrange equation (2.39) for all x € [z, 21]; and
(c) y satisfies the boundary conditions (2.40).

The definition of a solution can certainly be relaxed to include “rougher”
functions such as piecewise smooth functions, but we do not pursue this gen-
eralization and limit cur discussion to smooth solutions.

Much of the discussion in the earlier sections of this chapter focused on
determining the general solution y{z,c1,02) to equation {2.39). Fven if the

8 Initial-value problems entail solving a differential equation subject to conditions
of the form y(z0) = yo, ¥'(z0) = 3. The conditions are defined at the same point
zp and the solution need exist only in a small neighbourhood of zg.

° See Appendix A3,
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two-parameter family of functions that comprises the general solution can be
found, however, there is no guarantee that constants ¢; and ¢s can be found
such that

9(5«"0,81,82) = Yo, y(l'l,c]_,CQ) = Y1, (241)

for a given choice of points {zg, 7o) and (z1,71). In fact, there is no a priori
reason why y(x,c1, ca) need even be in the space C?[xy, #1] for any particular
choice of constants. It may be that no solution exists to the boundary-value
problem even though a general solution can be found to the Euler-Lagrange
equation. At the other extreme, equations (2.41) may have an infinite number
of solutions for ¢; and/or ¢z, and in this case the boundary-value problem
would have an infinite number of solutions. Examples 2.2.1, 2.2.3, and Exer-
cises 2.2-5 1llustrate some of the possible scenarios.

Example 2.2.1: The general sclution for geodesics in the plane is
y(l" 81382) =0T+ oy

and given any set of points (zo, %), (z1,21) (such that zg # 21) it is clear
that the function

_n *HOIJF Yor1 — ¥1T0

y(m) 1 — Iy r1 — Xy

is the unique solution to the boundary-value problem.

Example 2.2.3: The general solution to this problem is
y(z,e1,00) = clcos(\/ga:) 4 CQSiD(\/EI),

and if vk is not an integer, then ¢; = ¢; = 0 is the only solution to equations
(2.41). If 'k is an integer, however, then any function of the form

y(z) = CQSin('\/EI)

is a solution to the boundary-value problem. In the above expression ¢y 1s an
arbitrary number and hence there are an infinite number of solutions to the
boundary-value problem.

Exercises 2.2-5: The general solution to the Euler-Lagrange equation is of
the form

[
y(IaclacQ) - 1_13 + co.

If % is a solution to the boundary-value problem, then it must be in the space
C?[~1,1], and since 0 € [1,1] this means that ¢; = 0. Evidently, there is no
constant ¢y such that

y(—1,0,e2) = -1

and

y(].,O,CQ) - ]-:
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consequently, this boundary-value problem has no sclutions.

A more involved but illuminating example is afforded by the catenary.19

Example 2.6.1: Catenary Recall that the functional J defined by

1
J(y) = / y/ 1+ y?dx
0

with boundary conditions y(zg) = 4o = 0 and y(z1) = 11 > 0 models the
shape of a uniform flexible cable suspended from a pole of height %, to another
pele of height 1, where the poles are a distance of 1 — zg apart. The cable
1s assumed to be colled at the base of each pole so that there Is no restriction
regarding the arclength of cable between the poles.

There are three important parameters in the model: the heights g and %1,
and the separation distance z; — z5. We can always normalize the problem
by assuming that the separation distance is one unit, say zo¢ =0 and z; = 1.
We can then work with the parameters 75 and 21.

Recall from Example 2.3.3 that the general solution to the boundary-value

problem is
y(z) = cmosh(x — cg) ,
C1

where ¢; and ¢; are constants. It is required that

%o = clcosh(cg> ,
1

1_
41 = clcosh( cg) ,
1

but these are transcendental equations for the constants ¢y and ¢z, and it 1s not
clear whether solutions exist for all yo,y1 > 0. Let 1 = 1 and &2 = —ca/ex;
then the above equations can be recast as

yo = micosh(sa),

1
ricosh (— + ﬁg) .
A1
At this stage let us specialize (and simplify) the problem by assuming that
7o = 1. Although this does not capture all the possibilities, it does display
the basic pathologies. We thus look at the availability of solutions for various

values of the remaining parameter 41 > 0. Under the assumption that yg = 1,
the above equations imply that

i

y1 = w1cosh(cosh(ka) + K1)
cosh{cosh(ia) + r1)
B cosh({#sz)
= F(Hg).

19 Carathéodory [21], p. 297 discusses this problem in detail.

(2.42)
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Fig. 2.2. The function F(ks)

Now coshz > 0 for all z € R and so F(ss) > 0 for all so € R. Moreover, F' is
a smooth function of xky and F'(ke) — o0 as ke — £00; consequently, F' must
have a positive minimum at some point k™ € R, In fact, it can be shown that
F' has precigely one local minimum at s* =~ —1.56 at which F'(s*) =~ 0.59. A
craph of £ 18 given 1n figure 2.2.

Evidently i1 must be positive for a solution (no physical surprise here),
but the above calculation indicates that we need ¥y, > F(s*) ~ 0.59. This
means if ¢ < F'(s*) then there is no solution to the boundary value problem
(in the space C*[0,1]). A quick study of the curve of I reveals the following

Camen,

(a) if 4 << F'(x*), then there are no solutions;
(b) if yq7 = F(x*), then there is precisely one solution; and
(c¢) if y1 > F' ("), then there are precisely two solutions.

Case (c) requires further comment: physically we do not expect two possible
solutions to the problem. We must remember, however, that the above analysis
predicts two extremals in this case but implies nothing regarding the nature
of these extremals. [n fact, only one of the extremals corresponds to a lecal
minimum for J. We show this in Example 10.6.3.

1'he catenary 1s a revealing example of possible problems with solutions to
boundary-value problems. As with the earlier examples, however, questions re-
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garding the existence and uniqueness of solutions were resolved only because
the general solution was available explicitly. Typically, the Euler-Lagrange
equation cannot be solved and we do not have the luxury of knowing the gen-
eral solution before we investigate these questions. Even if we cannot. solve the
Euler-Lagrange equation analytically, qualitative properties such as existence
and uniqueness of solutions to the boundary-value problem are nonetheless
important. These properties test the veracity of the model especially when
experiment shows that a solution must exist. Moreover, the investigation of
solution existence and uniqueness highlights any special parameter regions
where no solution or multiple solutions may exist. Generally this type of in-
vestigation provides useful information in preparation for a more efficient nu-
merical approach to the problem.

There is, unfortunately, a paucity of general results concerning boundary-
value problems Involving nonlinear second-order differential equations, and
the results that are available are often fettered with numerous special (and
usually complicated) conditions. It is well bevond the scope of this book to
give even a brief overview of the various results/techniques used to address ex-
istence/uniqueness questions for boundary-value problems. Instead, we leave
the reader with an “older” but useful result due to Bernstein [7], which we do
not prove.

Theorem 2.6.1 (Bernstein) Consider the boundary-value problem that con-
sists of solving the equation

v = F(z,u,v), (2.43)

subject to the boundary conditions

v(zo) = w, wlz1) =10, (2.44)

where yo and 11 are given real numbers and xg # x1. Suppose that on the set
{2 =[zg,21] x R x R the function I is continuous and has continuous portiol
derivatives with respect to y and y'. Suppose further that there exists a positive
constant p such that
OF (x,y,v')
dy

Jor oll (z,y,vy") € 2 and thot there exist nonnegotive functions A, B : [xg, 1] x
R — R bounded in ony compact subset of [zo,z1] x R such that

> (2.45)

Bz, y,9)] < A(z,v)y” + Blz,y). (2.46)

Then, there exists precisely one function y such that eguations (2.43) and

(2.44) are satisfied.
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Remarks:

(a) We need continuity in a set such as (2 since ¥ is unknown and hence its
range as well as that of ¥ is unknown.

(b) Although the theorem does not state it explicitly, a solution requires ¥ to
be at least twice differentiable. This means that y and %' are continuous
functions on the interval [zg,x1]. Since ¥ is continuous, equation (2.43)

implies that 3" must also be continuous on the interval [zq, z1]; 1.6, ¥ €
CQ [.1'0, 55'1} .

In closing, we stress that existence and uniqueness results for the boundary-
value problem do not necessarily transfer to the original variational problem,
which is generally concerned with finding local extrema. The catenary is an
example of this situation. The basic question concerns the existence of a lo-
cal extremum for a given functional not merely an extremal. Some results
concerning this question can be found in Carathéodory loc. cét. and Ewing

[26].
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Some Generalizations

3.1 Functionals Containing Higher-Order Derivatives

The arguments leading to the Fuler-Lagrange equation in Section 2.2 can
be extended to functionals involving higher-order derivatives. Naturally, the
function spaces must be further restricted to account for the higher-order
derivatives. Consider a functional of the form

Ty
J(y) :/ CRTRTRTOY 3
eda)

along with boundary conditions of the form y(zg) = vo, ¥/ (z0) = v), y(z1) =
y1, and o/ (21) = 3]. Here we assume that f has continuous partial derivatives

of the third order with respect to z,v,7’, and %’, and that v € C*zq, x1].
The set § is thus

S ={y € C*ao, 1] : y(x0) = v0, (w0) = vy, w(e1) = v, ¥/ (1) = 4},
and the set H is defined by

H = {ne Czo,x1] : n{zo) = 7' (wo) = n{z1) = o' (x1) = O},

Suppose that J has a local extremum in 5 at ¥ € 5. Proceeding as in
Section 2.2, let 4 = y + en and consider the difference J(%) — J(y). Taylor’s
theorem implies that

fla,0,7,9") = flo,y+en v + e,y +en”)

af af 3 2
poat ’ 1

=] + n—+n—+n"=—|+0(

(@:9.9.9") E( dy Ay’ By”> (),

and consequently,

; DR A N L SR 2
10 -3 =< [ (vlnZh gl ) o



56 3 Some Generalizations

The first variation for this functional is therefore

3
§J(m,v) :f (ﬁaf +n 8; + Hﬁj") dx.

If J has a local extremum at 7 then using the same arguments as employed
in Section 2.2 we see that

8J(m,y) =0, (3.1)

for all n € H. As with the earlier case we can integrate by parts to eliminate
the derivatives of . The presence of #” in the first variation indicates that we
must integrate by parts twice. Specifically,

“oof LA “ o d [ 8f
" _ I_ Y
/;o 1 ayn do = 5yn /;o 1 dr ((91/”) dx
_ af\ P, [T & (of
T (@) xﬁfwo s (aﬂ b

/131 d2 ( Bf > g
= o=\ 55 | dz,
2 dz2 \ Ay

where we have used the boundary conditions n(zg) =0, %' (zg) = 0, n(z1) =0,

and n'{z1) = 0. Now,
1 1 5f
- d
=g /EO dsc (53;) *

[ 2 el
’ ”5! T =5
21 af>
=— n— dx,
/wo dx ([‘)y

Q
using the boundary conditions n{zg) = 0 and n(z1) = 0, and so condition
(3.1) reduces to the equation

#t af d /af a2/ af B
Lo e (o)t () f om0 02

which must hold for all n € H. The integrand f by assumption has continuous
third order partial derivatives so that for any y € C*[xq,z1] the term

a f d [af 4 /7 af
50 = 50~ i (o )+ iz Ly
must be continuous on the interval [z, z1]. A suitable modification of Lemma

2.2.2 (cf. Exercises 2.2-3) can be used to show that y must satisfy the fourth-
order Euler-Lagrange differential equation

4 7 af d [ af af

i (o)~ (o) v 3O 59
The above equation is a necessary condition for a function ¥ € 5 to be an
extremal for the functional J.
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Example 3.1.1: Let

I (y) :/D ((")* = 2py) da,

where p i3 a constant, and suppose it is required that y(0) = ¥'(0) = 0 and
y(1) = 4/(1) = 1. The Euler-Lagrange equation for this functional is

v (@) =p,
which has the general solution

1
ylz) = E,o:.ﬂ4 + 2’ + o + o3z + s

where the ¢;s are constants. The conditions (0) = 0 and ¢/ (0} = 0 imply that
c4 = cg = 0. The conditions y(1) = 1 and ¢'(1} = 1 imply that p/d! + ¢ + o2 =
1and p/3! + 3¢1 + 202 = 1; hence, g = —1 — p/12 and 2 =2 + p/24. The

extremal is thus given by
_ A8 ( ﬁ) 2
yix) o (1+12)a: + 2+24 x°.

Results such as Theorem 2.3.1 have analogues for functionals containing
higher-order derivatives. For the second-order case, if the integrand does not
contain ¥ explicitly then it is plain that a first integral for the Euler-Lagrange
equation can be obtained, viz.,

d [ 3f af
@ @ — @ = const.

If the integrand does not contain the variable x explicitly then it is left as an
exercise to show that along any extremal

d af af
I T o E I G I .
H{y.y',y") = » o (da: By 8y’> [ = const. (3.4)

Example 3.1.2: Let
a1 2y2
J(y) :f A+y™)® .

1
o Y

The integrand defining J does not contain y explicitly; therefore, any extremal
y satisfies the differential equation

d [ df af

S T g,

da \ dy’ oy !
where ¢ 1s some constant. The Integrand also does not contain x explicitly,
and so for any extremal
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a d & a
H(y,y’,y”):y”—ff ’( —f—f>f

Ayl dr ' Oy
af
= ?J”@ —yla—f
1 + yrQ 2
— Q(y% _ y’.cl = Cg,

where ¢z 1s another constant. The above expression can be recast in the form

kiy' + ko
y”i(l e b (3.5)

where k1 and ks are constants. The two simplifications thus enable us to reduce
the fourth-order Euler-Lagrange equation (3.3) to a second-order differential
equation. We can solve equation (3.5) parametrically: let

Yy = tani; (3.6)
then 5" = 2’ sec® 2 and equation (3.5) becomes
(klcosy’) sina + kocos® v,b) P = 1.

Integrating both sides of the above equation yields
k k 1
x=ks+ Il (1 — cos(2¢)) + ?2 (d) +3 sin(?d))) ,

where k3 Is an Integration constant. Simplifyving the above expression and
using k1 = 4&1, ke = 4k, £g = kg + k1/4 gives

T = K3 + 2627 + #Hpsin(29)) — K1cos(2e)). (3.7
Equations (3.6) and (3.7) imply that

dy = tan dx
= (2r9(1 + cos(2¢))) + 2r18In{2¢)) tan o) def
= (281 + 2628In(2%) — 2r1c0s8(24))) dif;

hence,

Yy = Ra + 26170 — Kocos(29) + x1sin(2e)), (3.8)

where r4 1s another integration constant. The solution is thus given paramet-
rically by equations (3.7) and (3.8).

The methods used for integrands containing second-order derivatives can
be extended to Integrands containing derivatives of the nth order. We leave
as an exercise the proof that the Fuler-Lagrange equation for a functional of
the form
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z
J(y):/ fyy, .y ™) de
o

is

L, dr (Of noy d*7L af of
(-1) e (Bg;n) +(=1) don—1 (ayn—1> T E 0. (3.9)

Exercises 3.1:

1. Find the general solution for the extremals to the functional J defined by

J(y) _ /:I:l ((y,,)g - yQ + 2y$3> dx.

%o

2. Conservation Law: Suppose the integrand f defining the functional
J does not depend on z explicitly. Prove that equation (3.4) is satisfied
along any extremal.

3. For the functional J defined by

- | T @ dn,

find an extremal satisfying the conditions y(0} = 0, ¢'(0) = 0, y(1) = 1,
and 3'(1) = 2.
4. Degenerate Case: Let J be a functional of the form

Zq
1) = [ A+ B d
&0

where A and B are smooth functions of z, %, and ¥'. Prove that the Euler-
Lagrange equation for this functional is a differential equation of at most
second order and that consequently any solutions can satisfy at most two
arbitrary boundary conditions.

5. Let J and K be functionals defined by

&1

J(y) = fle,uy' ") da

*0

Ty
K(y) :f F(z,u, o ,v") dz,

0

where, for some smooth function &,

d
F(l‘a Y, yla y”) - f($3 Y, yfa yH) + EG(I" Y, y!)

Prove that any extremals for J must also be extremals for K.
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6. Let J be a functional of the form
Ty
J(y):/ fley, . u'™) da,
o

where 3™ denotes the nth derivative of y.

(a) Formulate the fixed endpoint variational problem for this functional
and prove that any smooth extremal must satisfy the Euler-Lagrange
equation (3.9). Note any assumptions on the function f and the func-
tion space.

(b) Tf £ is of the form A(z, %, ¢/,..., 4™ Ny + Blz,v,v',..., 5" )

what Is the maximum order the Euler-Lagrange equation can be?

3.2 Several Dependent Variables

Varlational problems typically involve functionals that depend on several de-
pendent variables. In classical mechanics, for example, even the motion of a
gingle particle in space requires three dependent variables (z(%),y (%), z(¢)) to
describe the position of the particle at time ¢. In this section we derive the
Euler-Lagrange equations for functionals that depend on several dependent
varlables and one Independent variable.

Let C2[ty,t1] denote the set of functions q : [tg,t1] — R™ such that for
q=(q1,q2,...,9,) we have gy € C?[tg, #1] for k = 1,2,...,n. The set C%[ty,#1]
is a vector space and a norm such as

lal = max  sup lax(®)
k:l,?,.--ﬂte[to,tl]

can be defined on this space. As with the single dependent variable case, the
choice of norm really depends on the application.
Consider a functional of the form

J(aq) = /:1 L{t, q, q) dt, (3.10)

where * denotes differentiation with respect to ¢, and I is a function having
continuous partial derivatives of second order with respect to ¢, gz, and gg,
for K =1,2,...,n Given two vectors ¢g,q1 € R”, the fixed endpoint prob-
lem consists of determining the local extrema for J subject to the conditions

qite) = qo and q{#¢1) = q;. Here,
§={gec Cto,t1] : qlto) = ao and q(t1) = a1 }.
Again we can represent a “nearby” function ¢ as a perturbation,

4q=q+en,
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where 7 = (171,72, ... ,7,). For this case,
H = {nc Cto, 1] : nlto) = n(t2) = O}.
For € small Taylor’s theorem implies that
Lit, &,0) = L{t,a + en,d + e)

. " AL AL
—L(t,q,q)+e2( B B >+O(62)

k=1
consequently,
i . 131
@I~ [ Leadd- [ Lead

to E25)

“S AL AL 5
:e/ Z(nkaq +nkak> dt + O(e%).

[

The first variation for this functional is thus

oz al
dJ(n,q) = / (ﬁk + e ) dt.
&

o =t iy

If J has a local extremum at g then arguments similar to those used in
Section 2.2 show that a necessary condition for ¢ to be an extremal is that

§J(n, ) =0 (5.11)

for all n € H.

Condition (3.11) is more complicated than its analogue (2.6) owing to the
presence of n arbitrary functions and their derivatives, but judicious choices of
functions n € H can be made to make the problem more tractable. Consider
the set of functions H; defined by Hy = {(i1,0,...,0) € H}. Condition (3.11)
must hold for all 5 € Hy, and for any n € H; this condition reduces to

CIVANYY3 AL
R dt = 0. 3.12
fto (ma 7 aql> (3.12)

We know from Section 2.2 that this condition leads to the Euler-Lagrange
equation

d oL oL
dtdq O
as a necessary condition for an extremal. Evidently we can modify the above

approach by selecting appropriate subsets of H to argue that if J has a local
extremum at g then
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d oL oL
Foix on
d 8L 8L
#0i o
doL oL
dt 8g,  Oqn )

The above condition is a system of n second-order differential equations for
the n unknown functions g1,. .., gs. Note that if ¢ satisfies this system then
condition (3.11) is satisfied for any n € H. In summary, we have the following
result.

Theorem 3.2.1 Let J: C2[tg,t;] — R be a function of the form
i
J@ - [ Leaad,
to

where q = (q1, g2,...,qs), and L has continuous second-order partial deriva-
tives with respect to t,qr, and gy, k =1,2,...,n. Let

§={gec Cto,t1] : qlto) = ao and q{t1) = a1},
where (g, 1 € R™ are given vectors. If ( is an extremal for J in 5 then

doL oL _

[ 3.13
705 O (3.13)

fork=1,2,... ,n.
Example 3.2.1: Let

1
J{q) = / (6 + (42— 1)* + 4§ + quaz) dt,
0

with q(0) = qg, 9(1) = q1. The Fuler-Lagrange equations for this functional
correspond to the system

. 1

h-n- 50— 0, (3.14)
L1
G250 = 0. (3.15)

Equation (3.15) can be used to eliminate ¢; from equation (3.14) to give the
fourth-order equation

; .1
245 — 25, — 582 =0. (3.16)

The characteristic equation for this linear differential equation is
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1
2t -2 — =0
ph=2p = 5 =0,
which has roots
1 1
=4+, /-4 —=cR
1, (2 2“1’,\/56
=4 l—ifiém melR
3, e = 9 \/ﬁ_ E] B

The general solution to equation (3.16) is therefore
g2 () = creM'® + coet2® 4 cacos(mt) + cysin(mt),

where the cs are determined by the boundary conditions q(0) = g, q{l) =
1. The function g;(¢) can be readily deduced from gs(t) by use of equation
(3.15).

The special cases detailed In Section 2.3 can also be extended to several
dependent variables. In particular, if L does not depend on t explicitly it can
be shown that

“. 8L
H= s —— — L = const. 3.17

along any extremal.

Example 3.2.2: The familiar equations of motion for a particle can be
derived from Hamilton’s Principle (Section 1.3). Let q(t) = {(g1(¢), 42(3), 43 (¢))
denote the Cartesian coordinates of a free particle of mass mn at time t. The
kinetic energy of this particle is

T(a, &) = %m(q‘% s+ ).
Let V(t,q) denote the potential energy. The Lagrangian is
L(t,q,q) = T{a,é) — V(t,q)
@B Vi),

and Hamilton’s Principle implies that the path of the motion for the particle
from qto) to q(¢1) is such that g is an extremal for

J(q) = fl Lit, q,q) dt.

The Euler-Lagrange equations (3.13) give immediately the Lagrange equations
of motion,
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don oL
dt O, Ogi.’
which, in turn, lead to the relations
i gV
e —
4k A 3

for k = 1,2, 3. Recall from Section 1.3 that the kth component of force, fi on

the particle is given by
av

S

Hence, the Euler-Lagrange equations imply Newton’s equation

Je =

f =ma.

where a = ¢ is the acceleration and f = (f1, fa, f3) is the force on the particle.

For this example note that if the potential energy V does not depend on
time explicitly then neither does L. In this case, we have the conservation law
(3.17), which gives

1 o o .
H = (gt +d5 + @3) + V(a) = const;

i.e., the total energy of the particle is conserved along an extremal.

Exercises 3.2:

1. Let .

where g Is a constant.
(a) Find the extremals for the functional J defined by

ﬂ@—lﬁL&%wﬁ-

(b) Verify that equation (3.17) is satisfied.
2. Prove equation (3.17).

3. Let
Lit,q,é) = +/é3 + 363 — kqo,

where k 1s a constant. Find the extremals for the functional J defined by

ﬂ@—/ﬁL&%®ﬂ.

o
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4. Let,
E=E({q)

be any smooth function and let

(a) Prove that the Huler-Lagrange equations {3.13) for the functional

A - [ et

o

are satisfied for any smooth function %. (This is the degenerate case.)

(b) Let
T@ = [ Htadde

to

and
Ammzli@@%®+@@%®ﬂt

where L satisfies the conditions of Theorem 3.2.1. Prove that ¢ is an
extremal for J if and only if it is an extremal for K.

3.3 Two Independent Variables*

This book Is concerned primarily with functionals whose integrands contain
a single independent variable. We pause here, however, to discuss briefly the
first variation for functionals defined by multiple integrals. We focus on the
simplest case when the integrand contalns two independent variables.

Let §2 be a simply connected bounded region in B2 with boundary 842 and
closure 2 = A2 U {2. Let C?({2) denote the space of all functions u: 2 — R
such that u has continuous derivatives of second order. Consider a functional

J: C?(12) — R of the form

J(U)Z//ﬂf(&",y,u,p,q)dwdy, (3.18)

where p = ., § = uy, and f is a smooth function of =, ¥, u, p, and ¢.
An analogue of the fixed-endpoint variational problem is to find a function
w € C?(12) such that .J is an extremum subject to a boundary condition of
the form

w(z,y) = ugl{z, ), (z,y) € A2, (3.19)

where uy : 3f2 — R is a given function.
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We can approach this problem in the same manner as the single inde-
pendent variable case. Suppose that u is an extremal for J subject to the
boundary condition (3.19), and let

ﬁ(mr y) = u(mv y) + 67’."(591 y)

Here, ¢ is a small parameter and 5 € C?(£2). In addition, it is required that @
gatisfy the boundary condition (3.19) and hence

n(z,y) =0 (3.20)

for all (z,y) € @02. The function # is otherwise arbitrary.
Taylor’s theorem implies, for € small, that

fle,y,t,5,4) = flz,y,u+ en, p+ €ne, g + eny)

st i en o)

6‘
+0(e%),

A

where p = t, = p+ en. and § = i, = g + €7, hence,
J{0) — ff{ —+ 18 + ygf}dmdy

If J has an extremum at u, then the arguments of Section 2.2 can be modified
to show that the terms of order € must vanish; thus,

/f{ —+ ma + ygf}da:dy—[), (3.21)

for all n € C?(f2) satisfying condition (3.20). Lemma 2.2.2 can be general-
ized to accommodate multiple integrals. As with the fixed-endpoint problem,
however, we need to eliminate the derivatives of the arbitrary function from
condition (3.21).

(Green's theorem states that

[ (8 e s

for any functions ¢, : £ — R such that ¢, ¥, ¢,, and ¥, are continuous. Let

af af

Since n and f are smooth functions, we can apply Green’s theorem to get
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a [af af af
[l v (o) vy () oo
a
:f 775 dy—i—na—gda:.

Here, 83_9: denotes partial differentiation holding (only) % fixed, and 8% de-
notes partial differentiation holding z fixed. Condition (3.20) implies that the
boundary integral is zero; therefore,

Sty b= [ [l (50) gy (G ) | e

Condition {3.21) thus implies

[l @) & () s om

Equation (3.22) must be satisfied for arbitrary #, and the coefficient of 5 in
the integrand is a continuous function since u € C2({2) and f is smooth. We
can thus invoke a generalization of Lemma 2.2.2 to get the necessary condition

af AfN  af
Ex <5p> 3y (&;) -5 =0 (3.23)

Equation (3.23) is a second-order partial differential equation for the unknown
function u, which must also satisfy the houndary condition (3.19). This differ-
ential equation is the analogue of equation (2.9); it is also called the Euler-
Lagrange equation.

Example 3.3.1: Let {2 be the disc defined by z® ++* < 1, and let

_ f fﬂ (0® + %) da dy. (3.24)

For boundary conditions, suppose that
up(z,y) = 2% — 1, (3.25)

for all (z,v) € 82 = {(z,y) : ° + y*> = 1}. The Euler-Lagrange equation for
this functional is
Fu Pu

(Laplace’s equation). If .J has an extremum at u € C2(£2), then u must be
a solution to the partial differential equation (3.26) and satisfy the boundary
condition (3.25). The reader can verify that the function u(z,y) = % — y? is
a solution to this simple problem.
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Example 3.3.2: Let r: {2 — R® be a function of the form

r{z,y) = (z,y,u(z, ). (3.27)

Then r describes a surface X C E?*. The surface area of X is given by

J(u)://!z\/ler?Jrderdy. (3.28)

Suppose we consider the minimal surface problem (Section 1.4), which consists
of finding a minimum for ./ subject to boundary conditions of the form (3.19).
Geometrically, the problem entails finding a surface that can be described
parametrically in the form (3.27) such that the surface contains the (closed)
space curve v described by rg : 912 — R3, where

ro(z,y) = (2,9, uo(z,y)),

and the surface area Is minimum compared to other smooth surfaces contain-
ing the space curve v. The Euler- Lagrange equation for this problem reduces
to

(1+ 95t —2pgs + (1 + ¢*)r = 0, (3.29)

where

Hu Hu 2y

- = " =
" e ¢ Azdy’ Ay

The mean curvature of a surface described parametrically in the form (3.27)
is given by
(14 p*)t —2pgs + (1 + ¢*)r

2(1 + p? + q2)5/2 ?
so that solutions to the minimal surface problem are characterized geometri-
cally by the condition

H =

H =0

If J has an extremum at u, then u must satisfy an equation of the form
Ar4+2Bs+ Ct+D =10, (3.30)

where A, B, C, and ) are functions of the variables z,v,u, p, g. The Euler-
Lagrange equation Is thus a quasilinear second-order partial differential equa-
tion for the extremal . Boundary-value problems involving such equations can
be exceedingly difficult to solve and basic questions concerning the existence
and uniqueness of solutions for specific problems can be difficult to answer.
The boundary conditions for these problems play a central part in the so-
lution method, and there are concerns here that do not manifest themselves
strongly in the one-variable case such as whether the problem is well-posed.
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A well-posed boundary-value problem has a unique solution, and the sclution
is stable with respect to small perturbations of the boundary conditions.

We eschew a general discussion on well-posed boundary-value problems.
Suffice it to say that the matter is complicated especially for quasilinear {and
fully nonlinear) partial differential equations. The reader is referred to stan-
dard works such as Garabedian [30] and John [42] for a fuller introductory
account.

In some cases, it is possible to classify the Euler-Lagrange equation, and
then general results concerning the class of equation can be exploited. The
differential equation (3.30) is called:

(a) hyperbolic, if AC — B2 < 0
(b) parabolic, if AC' — B? =0;
(c) elliptic, if AC — B? > 0.

The classification is based on the existence of a special class of curves called
characteristics on the integral surface. Roughly speaking, a characteristic
is a curve on the integral surface along which the differential equation and
the initial/boundary data do not determine all the second-order derivatives
uniquely. Hyperbolic equations have integral surfaces with two real families
of characteristics. Parabolic equations have integral surfaces with only one
characteristic. Elliptic equations have integral surfaces with no real character-
istics. The presence of characteristics influences strongly the type of problem
for which the differential equation is well-posed. The type of boundary-value
problem considered in this section is called a Dirichlet problem. It is well
known that Dhirichlet problems invelving hyperbolic partial differential equa-
tions are ill-posed. In contrast, Dirichlet problems are generally well-posed for
elliptic partial differential equations.

In general, the coefficients A, B, and ' depend on the variables z, v, u, p, g,
so that an Euler-Lagrange equation need not fit into any of the categories men-
tioned. The signs and magnitudes of these coefficients can change, an equa-
tion may be hyperbolic at some points in {2 and elliptic al. other points. More
importantly, the coeflicients depend on the solution itself. The classification
really depends on the equation, the domain, and the solution. Nonetheless,
there are cases where the equation can be classified without knowing sclu-
tions. If the coefficients are all constants, for example, then the classification
depends purely on these constants. Laplace’s equation {3.26} is clearly elliptic;
the wave equation,

r—1t=20,

is clearly hyperbolic. The reader can also verify that equation (3.29) is elliptic.
Gilbarg and Trudinger [34] discuss the Dirichlet problem for quasilinear elliptic
partial differential equations of this type in some depth.
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3.4 The Inverse Problem*

The variational formulation of a boundary-value problem has some advan-
tages. For example, in Chapter 5 we show how one can exploit the isoperi-
metric problem to approximate eigenvalues for Sturm-Liouville problems. In
Chapter 8, we show how variational problems lead to Hamilton’s equations
and the Hamilton-Jacobl equation, which may be sclvable through separation
of variables. In addition, Noether’s theorem (Chapter 9) provides a systematic
algorithm for finding conservation laws for variational problems. ' These and
other features {e.g., Rayleigh-Ritz numerical methods) make it attractive to
identify a given differential equation as the Euler-Lagrange equation of some
functional.
Given a differential equation

Yy — Flz,y,y") =0, (3.31)

the inverse problem is to determine a function f(z,¥, %) such that y is a
solution to (3.31) if and only if ¥ is a solution to the Euler-Lagrange equation

daf of

In this section we discuss briefly and informally some qualitative aspects of
the Inverse problem.
Let us first consider the general second-order linear differential equation

¥+ Py +Quy - G =0, (3.33)

where P, ), and G are functions of . We know from the theory of differential
equations that such equations can be put In an equivalent self-adjoint form

() +ay—g=0, (3.34)
where Y
p—exp<f P(f)d£>, g=0Qp, g=0Cp

A quick comparison with equation (3.32) shows that equation (3.34) is equiv-
alent to the Fuler-Lagrange equation for

1
fawy) =5 (py/? — av* + 2gv) .

In this manner, we see that the general linear equation (3.33) can always be
transformed Into an Euler-Lagrange equation. We discuss this relationship for
Sturm-Liouville problems in more detail in Section 5.1.

! In fact, there are versions of Noether’s theorem that do not require a variational
formulation. Anco and Bluman [2], [3] describe the algorithm.
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We now turn to the general nonlinear equation (3.31). Now, the Huler-
Lagrange equation is

yﬁfy’y’ +y’.fyy’ + fo:y’ - fy =0,

and " can be eliminated from the above equation using (3.31) to give

ny/y/ —|— ylfyy/ —|— fmyr‘ — fy - O (335)

Equation (3.35) can be regarded as a second-order partial differential equation
for the function f. From a practical standpoint, the above equation is of
limited value owing to the paucity of methods for solving such equations.
Fortunately, it is possible to transform equation (3.35) into a first-order partial
differential equation for & = f,,. Differentiating both sides of equation (3.35)
with respect to ¢ gives

Fy fyy + Ffyyy +9 fyyry + foyw =0;

l.e.

Fdy +y S, + &, + Fyd =0. (3.36)

There is a general method for solving first-order partial differential equations,
the method of characteristics, that entails solving a system of four ordinary
differential equations. We do not go into this method here, but simply note
that it can be used to show that solutions to equation (3.36) exist,? and hence
the general second-order nonlinear equation (3.31) does have a variational
formulation.

The inverse problem for systems of second-order differential equations
poses a more formidable problem. Fortunately, there is a result that helps
characterize systems that have variational formulations. Let

A(taqa(Lq) - (Al(taqa(iaé'l)a' . 1A'n(taq1Qaq)) =0

denote a system of n second-order differential equations for q = (¢1,...,qx),

and let
Iy — d 8L  HL

E; = —— — .
! ( ) dt qu BQj
A necessary and sufficient condition that there exists an L(Z, ¢, ¢) such that

At 0, 6,4) = E;(L), (3.37)

for § =1,....,n, is that A satisfies the following integrability conditions, 3
2 We could also appeal to results such as the Cauchy-Kowalevski theorem ([30]) if
F is analytic in z, y, and ¢’
3 These conditions correspond to the requirement that the Fréchet derivative of A
be self-adjoint. (cf. [37], p. 355).
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dA,  OA;
94 Dix
o0ty (o)
aq; dq dx \ Aq,
ook (0 (04
Iy A dz '\ gy dz2 \ 8, )

(3.38)

for 5,k = 1,...,n. Relations (3.38) are called the Helmholtz conditions.
If the A; satisfy the Helmholtz conditions, then it can be shown that the
function I defined by

1 n
L) = |3 acult ga i, 66 de (3.30)
k=1

gatisfies equation (3.37). The Helmholtz conditions are dizcusged in more de-
tail in [57].

Note that failure of the Helmholtz conditions does not preclude the possi-
bility of a system having a variational formulation. Although these conditions
preclude direct relationships such as (3.37), it may be that there is a multiplier
matrix B, for example, such that

D by A = Ej(L).
i=1

Here, B is a nonsingular n x n matrix with entries b; = bi;(4,q,q). For
example, consider the simple case n = 1, A{z,y, v, v") ="' — F(z,y, /). For
this case, the Helmholtz conditions reduce to the condition F,, = 0. Bul we
know that all the second-order equations of the form (3.31) have a variational
formulation. Suppose now that we introduce a multiplier B = B(z,y,7') and
apply the Helmholz conditions to B(y” — F). Then, the Helmholtz condition

reduces to J 3
—B=_—(Bly' — ).
B (B - F)
Expanding the above relation gives

FBy +4B,+ B, + F,B=0,

which is the same as differential equation (3.36).

The determination of a matrix B such that BA satisfies the Helmholz
condition is called the “multiplier problem” in the calculus of variations. The
difficulties and conditions on the b;; escalate substantially for n > 2. The
reader can find a summary of the problem, generalizations, and further results
in the monograph by Anderson and Thompson [4].
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Isoperimetric Problems

Variational problems are often accompanied by one or more constraints. The
presence of a constraint further limits the space S in which we search for
extremals. Constraints may be prescribed in any number of ways. For exam-
ple, one might require the functions g € S to satisly an algebraic condition,
a differential equation, or an inequality. Often there are different ways to
impose the same constraint. In this chapter we discuss problems that have
Isoperimetric constraints. Problems that have algebralc equations or differen-
tial equations as constraints are discussed in Chapter 6.

4.1 The Finite-Dimensional Case and Lagrange
Multipliers

It 1s useful to investigate a simple finite-dimensional example of a constrained
optimization problem to gain some insight into the infinite-dimensional case.
Moreover, the theory underlying the Lagrange multiplier technique for varia-
tional problems rests on that for finite-dimensional problems. In this section
we review Lagrange multipliers for finite-dimensional optimization problems.

4.1.1 Single Constraint

Consider the problem of determining local extrema for a function f: B2 — R
subject to the condition that the values of f are sampled on a curve v C R2.
In other words, determine the points on v at which f has a local extremum
relative to values of f sampled at nearby points on . This problem is inher-
ently one-dimensional in character, but the approach to locating the extrema
really depends on the constraint used to define v. We assume for simplicity
that f ig a smooth function and that - iz a smooth curve.

There are many ways to define a curve. Suppose, for example, that ~ is
defined parametrically by some function r : I — R? where I € R is an
interval, and for ¢ € I,
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r(t) = (z(2), y(2)).

Then we can build the constraint directly into the problem by constructing
the function ¥ : I — R defined by F{&) = f(z(t),y()). Given that the

parametrization i1s smooth, a necessary condition for a local extremum at ¢ Is

of

d ~af

Y (8 = 0.

Now, z(t) and y(?) are known and thus df/8z and 8f /dz are known functions
of ¢. In principle we can thus solve the above equation for the values of ¢ (if
any) that make £ an extremum. Note that a special case of the parametric
representation is the “graphical” representations r(z) = (z,y(z)) and r(y) =
(@ (¥),y).

A curve may be defined implicitly by an equation of the form g(z,y) = 0.
If g is a smooth function and Vg # 0, then in principle we could zolve the
equation for one of the variables and proceed as described above.! In practice,
however, finding an explicit solution might not be possible or convenient.
Moreover, even if g is smooth for all values of x and ¥, the resulting solution for
# or ¥ may not be. Consider, for example, the equation g(x, y) = 2°44*—1 =0
that describes the unit circle centred at (0,0). If we solve this equation for,
say v, we get y(x) = +/1 — 2, and y is not smooth at * = +1. Yet another
concern with this appreach is that it often leads to an artificial distinction of
dependent variables. In many preblems in geometry and physics the variables
are all on the same footing and it is not desirable to make such a distinction
for the purposes of analysis.

An elegant technique that avolds the problem of directly solving implicit
equations involves the introduction of a constant called a Lagrange multiplier.
The technique has a simple geometrical interpretation. Suppose that f and g
are smooth functions. We wish to find a necessary condition for f to have a
local extremum subject to the constraint

g(z,y) = 0. (4.1)

We suppose further that
Vg(z,y) # 0. (4.2)

The equation (4.1) defines a curve + implicitly, and since Vg #£ 0 the
curve is smooth; i.e., v has a well-defined unit tangent vector at each point
that varies smoothly along . This means that locally v can be represented
parametrically by asmooth vector function r(t) = (z(#),y{¢)), t € I, such that
r'(t) # 0 for all t £ I. A necessary condition for f to have a local extremum

on v at (z(t),y(t)) is

! If one of the derivatives is nonzero, then we can use the implicit function theorem
to assert the existence of a solution to the equation. Unfortunately, the theorem
does not actually provide a means of obtaining the solution.
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S1a0.0@) = ZLaw+ Zve o (49

Since g(xz(t),y(¢)) = 0 for any (z(t),y(¢)) € v we also have
ol 0,u0) = 20+ 206 =0, (1.4

for all ¢ € I. Equation (4.2) implies that at any point on v at least one of the
derivatives dg/dx, dg/3y is nonzero. Suppose for definiteness that dg/dy #£ 0.
Then equation (4.4) implies that

y'(t) = —g2a'(t) =0, (4.5)

and consequently equation (4.3) can be replaced by

(1) {Bf dg Of 39}

5 S A
&% dr dy Ay ox

Now r'(t) = (z'(¢),7'(¥)) # 0 so that z'(¢) and ¥'(¢) cannot both be zero;
hence, equation (4.5) precludes the possibility that z’(¢) = 0. Equation (4.3)
thus reduces to the condition

8f dg Bfé‘gzo

dxrdy Jydx

which is equivalent to the condition
VIiAVg=0, (4.6)

where A denotes the exterior (cross) product. Recall that for any vectors
v,we R?,
|v Awl| = |v||w|sing,

where ¢ is the angle between v and w. Fquation (4.6) indicates that Vf is
parallel to Vg at an extremum (i.e., ¢ = 0). Since Vf and Vg are parallel,
there is a constant A such that Vf = AVg. The neceszary condition (4.3) thus
reduces to the condition

V(f — Ag) = 0. (4.7)

The constant A 1s called a Lagrange multiplier.

It is evident graphically that V f is parallel to Vg at an extremum. Figure
4.1 depicts level curves of f and the curve . The conditions on g ensure that
~ does not have any dizcontinuities or “corners,” and since f is smooth f
has smooth level curves. Suppose that f has an extremum on v at {z,y). If
the level curve of f through the point (x,v) intersects v transversally, then
f ig increasing/decreasing along v at (z,y) and hence (z,y) will not yield an
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vf

f(x,y)=const.

glx,y)=0
Fig. 4.1.

extremum for f on 7. The level curve of f through (z, ) must therefore be
tangent to v at {z,vy) and consequently the unit normal to v must be parallel
to the unit normal to the level curve at (z,y). In other words, V § is parallel
to Vg at (z,v).

Under the above conditions, if f has an extremum subject to condition
(4.1), then equation (4.7) must be satisfied. This vector equation provides
two scalar equations for the three unknown quantities z, v, and A. Equation
(4.1) provides the third equation.

Example 4.1.1: Find the local extrema for the function defined by f(z,y) =
z? — y? subject to the condition g(z,y) =%+ y? — 1 =0.
Equation (4.7) implies that

V(mgfygf)\(ngrygfl)) =0,
le.,

z(l1+A) =0,
y(—1+2) =0

The first equation indicates that either + = 0 or A = —1. Suppose that z = 0.
Then the second equation implies that either y = 0 or A =1, but z = 0 and
the condition z2 + 4 — 1 = 0 implies that y = £1. Thus, there are critical
points at (0,1) and (0, —1). Suppose instead that z # 0 and A = —1. Then
the second equation implies that —2% = 0, Le., ¥ = 0, so that the constraint
implies that z = +1. Hence there are critical points at (1,0) and (-1, 0).



4.1 The Finite-Dimensional Case and Lagrange Multipliers 77

The Lagrange multiplier technique can be adapted to problems in higher
dimensions. For example, to find the extrema for a function of the form
flz,y, #) subject to a constraint of the form g(z,y,2) = 0, we can form
the function ¥ = f — Ag, where A Is an unknown constant, and lock for so-
lutions to the three equations given by VF = 0, where V iz the operator
(8/8zx, 8/dy, 8/3z). The constraint provides the fourth equation for the un-
known quantities z,y, 2, and A. Thiz approach is valid provided Vg # 0. In
summary, we have the following result.

Theorem 4.1.1 (Lagrange Multiplier Rule) Let {2 < R" be a region and
let f:0 - R and g: 2 — R be smooth functions. If f has a local extremum
at X € {2 subject to the condition that g(x) =0 and if Vg(x) # 0, then there
is a number A such that

V{f({x) — Ag(x)) = 0.

4.1.2 Multiple Constraints

Let x = (z1,%3,...,7,) and let f: {2 — R be a smooth function defined on
a region 2 C R™ If n > 2 it is possible to impose more than one constraint.
Suppose that m < n and consider the problem of finding the local extrema of
f In fZ subject to the mm consiraints

gr(x) =0, (4.8)

wherek = 1,2,...,m and the functions gz : {2 — R are smooth. For the simple
case where n = 2 and m = 1, we saw that f and g share the same tangent
line at an extremum. In higher dimensions the analogue of this condition is
that the tangent space (hyperplane) of f at a critical point X is contained in
the tangent space defined by the g; at x. Geometrically, this means that the
normal vector V f(x) lies in the normal space Ny(x) spanned by the vectors
Vgr(x). In terms of linear algebra, the vector V f(x) is linearly dependent on
the set of vectors {Vgg(x),k =1,2,...,m}. Thus, if f has a local extremum
at x, then there exist constants Ay, Ag,..., A, such that

Vix) = ZMV_% (x);
k=1

v (f(x) — Z)\kgk(x)) = 0. (4.9)
k=1

Equation (4.9) is the m constraint analogue of equation {4.7).
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The approach is valid provided V f(x) is linearly dependent on the Vg (x),
and this condition leads to the generalization of the condition Vg(z,y) # 0.
Let M(x) be the n x m matrix

a a a
Voi(x) oy Fes ' Fan
M =| i | =] :
Von()) e g g

and let My (x) be the augmented matrix

My (x) = (I\%(?U :

The linear dependence of Vf is assured if
Rank My (x) < Rank M(x). (4.10)

Condition (4.10) provides the analogue of the gradient condition (4.2). In
summary, we have the following extension of Theorem 4.1.1.

Theorem 4.1.2 Let 2 CR"™ be a region and let f: 2 - R and g, : 2 - R
be smooth functions for k = 1,...,m. If f has a local extremum af x € {2
subject to the m constraints that gy (x) =0, and if inequality (4.10) is satisfied
at X, then there ewxist constants A1, a,. .., A\ such that

v (f(x) — Z)\kgk(x)) = 0.

k=1

Example 4.1.2: Find the local extrema for the function defined by
f(X) =23/2 — 239
subject to the conditions

g1(x) = 23 425 — 1 =10,
QQ(X) =z1+xz3—1=0.
Here, n = 3 and m = 2. Equation (4.9) produces the equations
z2 + 2 x4+ A =0,

x1+ AL =0,
5‘5‘37)\2:0,

that along with the constraints provide five equations for the five quantities
Z1,T3, T3, A1, and Az, This system of equations has the two solutions w =
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(—1,0,2) with Ay = 1,A2 = 2, and 7 = (2/3,5/9,1/3) with Ay = —2/3,)s =
1/3. For the first solution the matrix M is

Mo = (01 )

which has rank 2. The augmented matrix is

210
Myw)=1{ 101
012

?

and since the determinant of M¢(x) is zero, we must have that Rank M ¢(w) <
RankM(w). A similar calculation indicates that condition (4.10) iz also satis-
fied for the second sclution. Hence, if f has any local extrema under the given
constraints then they must occur at either w or =.

4.1.3 Abnormal Problems

The Lagrange multiplier technique breaks down if condition {4.2) (or condition
(4.10)) is not satisfied. The technique, however, can be adapted to cope with
these cases.

We consider here only the optimization problem of finding the local ex-
trema. for a function f of two independent variables subject to a single con-
straint g = 0. We assume (as always) that f and g are smooth functions. [f
(z,y) is a local extremum for this problem and Vg{z,y) # 0, then we have
the existence of a number A such that V (f(z,y) — Ag(z,y)) = 0. We call a
problem of this type normal. In contrast, if (x, ) is a local extremum for the
problem and Vg(z,y) = 0, then the existence of a Lagrange multiplier iz not
assured. This type of problem is called abnormal.

If g{z,y) = 0 and Vg{z,y) = 0 then the implicit function theorem cannot
be invoked to deduce that the equation g = 0 can be sclved uniquely for  in
terms of ¥ or vice versa. Geometrically, this means that the set of solutions
to g = 0 need not form a smooth curve in a neighbourhood of {z,y). This
does not mean that the curve must have some singularity at (z, %) so that the
tangent vector to the curve is not well-defined, only that it is a possibility.
Varlous nasty things can happen to “curves” defined by an implicit relation
when the gradient vanishes. For example, it may be that the curve has a
“corner” or a cusp at this point. Another possibility is that the curve has a
self-intersection, or that two distinct solution curves intersect at (x,y). An
even more degenerate posgibility is that (z,y) represents an isolated point
in the set of solutions to the equation. In these cases it is clear that the
geometrical arguments leading to the existence of a Lagrange multiplier are
not applicable. The following barrage of examples illustrates these pathologies.
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Example 4.1.3: Let f(z,y) = 2+ v* and g(z,y) = (y — 1)° — 5°. We seek
the local extrema of f subject to the constraint ¢ = 0. Proceeding formally
with Lagrange multipliers, the equation V{(f — Ag) = 0 yields the equations

r(14A) = 0 (4.11)
29 — 3A(y — 1)* = 0. (4.12)
Equation (4.11) implies that either £ = 0 or A = —1. If z = 0, then the

condition g = 0 indicates that v = 1. If A = 1, then equation (4.12) shows
that ¢y must be a solution of the quadratic equation

314 — 4y +3=0.

1'his equation, however, has no real solutions so that we have only the “solu-
tion” (0,1). But Vg(0,1) = 0, so that the problem is abnormal. It is easy to

verify that there is no A such that equation (4.12) is satisfied at (0, 1).
(Geometrically, the equation ¢ = 0 describes a semicubical parabola with a

singularity at (0, 1), where the tangent vector is not well defined (figure 4.2).
If the semicubical parabola 1s plotted with the level curves of f, we see that
(0,1) is in fact a minimum for f on the curve defined by g = Q.

Example 4.1.4: Let us look at the same problem as in BExample 4.1.3 but
change the functions to f(z, %) = z° +v* and g(z,y) = v° — y°. The Lagrange
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multiplier approach vields the equations
r(l —A) =0 (4.13)
y(1+ A) =0. (4.14)

Equation (4.13) implies that either x = 0 or A = 1. If z = 0 then the con-
dition ¢ = 0 implies that ¥ = 0. If A = 1 then equation (4.14) implies that
yy = 0 and the constraint then gives x = 0. In either case we have only the
solution (z,y) = (0,0). Now, Vg(z,y) = (2, —2¥), so that Vg(0,0) = 0 and
the problem 1s thus abnormal. Unlike Example 4.1.3, however, any choice
of A will satisty equations (4.13) and (4.14) for (z,y) = (0,0), so that A is
increterminate.

Note that in this case V f(z,y) = (2z,2y) = 0, so that (0,0) is a critical
point for f. It is easy to see that f has a (global) minimum at (0,0) and hence
the constrained problem will always have this critical point for any constraint

that has (0, 0) among its solutions. In this sense the constraint is passive. Near
(0,0) the condition g = 0 defines two lines x = -y (higure 4.3).

Example 4.1.5: Let us look at the same problem again but change the
functions to f(z,y) = v — y and g(z,y) = z° + v*. The Lagrange multiplier
approach vields the equations
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1-2\z =0 (4.15)
—1—2Xy =0. (4.16)

But the equation z? + 3*> = 0 has only onre solution, viz., (z,y) = (0,0),
ancd for this solution there is no A such that equations (4.15) and (4.16)
are satisfied. The problem is abnormal because Vg(zr,y) = (2x,2y) = 0 at
the only candidate for optimization (z,y) = (0,0). Technically, the funec-
tion f has an extremum at this point under the constraint g = 0 because
there are no other choices. In this problem f is passive and plays no role in
the optimization process: the constraint dictates the critical point. Note that

V£(0,0) = (1,—1) £ 0.

We can adapt Theorem 4.1.1 to Include the abnormal case by introducing
an additional multiplier Ag. Suppose that f has a local extremum at (z,v)
subject to the constraint g = 0. Let

=X f+ Mg

If Vg(z,y) # 0 then the problem is normal. Hence we can choose Ap = 1 and
use Theorem 4.1.1 to show that there Is a A; such that

Vh(.l", y) = V(f(.l", y) + )\19(551 y)) =0.

Suppose now that the problem is abnormal so that g{z,y) = 0 and Vg(z,y) =
0. Then we can salvage the condition Vki(z, ¥) = 0 by requiring that

AV i(z,y) =0.

If Vf(z,y) # 0, then we must choose Ag = 0. The other constant A1 in this
case is not determined. If V f(z,y) = 0, then any choices of Ay and A; will
suffice.

Example 4.1.5 illustrates the case where Ay = 0. If we must choose Ay = 0,
then the function f does not participate in the optimization. Example 4.1.4
illustrates the case where Vf and Vg are both zero and we are at liberty to
choose any values for Ay and A;.

The above discussion shows that, for any scenario, we can always find two
numbers Ag, A1 such that at least one of them is nonzero and VA(z,y) = 0.
We summarize this formally in the next theorem. A similar extension can be
made to Theorem 4.1.2.

Theorem 4.1.3 (Extended Multiplier Rule) Let 2 C R™ be a region
and let f: 2 — R and g : {2 — R be smooth functions. If | has a local
extremum at X € [} subject to the condition that g(x) = O then there are
numbers Ay and A not both zere such that

v ()\Df(mv y) - )\19(1‘7 y)) = 0.
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4.2 The Isoperimetric Problem

Let J: C’Q[ro,rﬂ — R be a functional of the form

J(y) = /9:1 Fa,y,y) de, (4.17)

where f is a smooth function of z,v, and 7. The isoperimetric prohlem
consists of determining the extremals of J satisfying boundary conditions of
the form

y(xo) = vo, y(@1) =10 (4.18)

and a constraint of the form

I(y) = /wl g(z,y,y)dz = L, (4.19)

o]

where ¢ is a given function of z,y, and 3/, and L is a specified constant.
Conditions of the form (4.19) are called isoperimetric constraints.? In this
section we derive a necessary condition for a function to be a smooth extremal
to the Isoperimetric problem.

Suppose that J has an extremum at z, subject to the boundary and
isoperimetric conditions. We can proceed as we would for the unconstrained
problem and consider neighbouring functions of the form ¢ = ¢ + en, where
n € C?|xg, x1] and n{zp) = n{x1) = 0, but the constraint (4.19) complicates
matters because it places an additional restriction on the term en and there-
fore results that are based on the arbitrary character of n such as Lemma 2.2.2
are not valid without further modifying the function space H. If we proceed in
this manner we will have to determine the class of functions in A such that %
satisfies the isoperimetric condition. We can avoid this problem by introduc-
ing another function and parameter. We thus consider neighbouring functions
of the form

g =y + e + eanp, (4.20)

where the €, are small parameters, 0 (x) € C?[zq, 21], and np{zg) = me(zq) =
0 for & =1, 2. Roughly speaking, the introduction of the additional term esne
can be viewed as a “correction term.” The function #; can be regarded as

arbitrary, but the term eamo must be selected so that ¢ satisfies the condition
(4.19).

2 Literally, the word dsoperimetric means same perimeter, The most famous isoperi-
metric problem is Dido’s problem (Section 1.4), where the constraint took the
form of a specified arclength. Indeed, many isoperimetric problems have arclength
constraints. The usage of the term “isoperimetric constraint” in the literature has
simply come to mean conditions of the form (4.19) of which arclength is a promi-
nent example.
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Even with the introduction of the extra term eane, it is not immediately
obvious that we can always choose an arbitrary 7 and then find an appro-
priate term to meet the isoperimetric problem. Consider, for example, the

constralint L
I(y):f V14 y2dr = /2,
0

along with the boundary conditions y{(0) = 0 and (1) = 1. There iz only one
smooth function that will meet this consiraint, viz., the function y(z) = =z,
and therefore there are no variations of the form (4.20) available (apart from
# = ). This situation arises because the choice I = v/2 happens to be the
minimal value the functional [ can take. Note that y(z) =  must also be an
extremal for the functional I. Extremals such as the above one that cannot
be varied owing to the constraint are called rigid extremals.

Although rigid extremals are a concern, it turns out that for the Isoperi-
metric problem they have a tractable characterization. Consider the quantity

xy
I(y) = / g,y + et + eame, v + e1my + eanb) dx.

o]

For a fixed choice of np we can regard I(§) as a function of the parameters
€1,€2, say 1{§) = S(e1,e9). Since g is a smooth function we have that = is
also a smooth function. Moreover, if J has an extremum at y subject to the
boundary and isoperimetric condition, we have that =(0,0) = L. We can
appeal to the implicit function theorem to assert that for ||¢| = max(|e1], |ez|)
gufficiently small there exists a curve ea = ea(e1) (or €1 = e1(e2)) such that
Z(e1,e2(e1)) = L, provided

VE A0 (4.21)

at (0,0). Thus, if % is a rigid extremal, then V.5 = 0 at {0, 0). We return to an
interpretation of this condition later in this section. For the present, we shall
suppose that condition (4.21) is satisfied so that we avoid rigid extremals.

Rather than use the Taylor series approach of Chapter 4, it is easier here
to convert the problem to a finite-dimensional constrained optimization prob-
lem as discussed in Section 4.1. Suppose that ¥ is a smooth extremal to the
isoperimetric problem and that condition (4.21) iz satisfied. Then there are
neighbouring functions of the form (4.20) which meet the boundary condi-
tions (4.18) and the isoperimetric condition (4.19), where 1 iz an arbitrary
function.

The quantity J(§) can be regarded as a function of the parameters eq,es.
Let J(3) = B(e1,€2). Since J has an extremum at y subject to the constraint
I{y) = L, the function © must have an extremum at (0,0) subject to the
constraint ={e1,e2) — L = 0. The results of the previous section indicate that
for any critical point (e1,€2) there is a constant A such that

V (@(61762) — )\(E(El,ég) — L)) = 0.
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Here, V denotes the operator (8/8¢1,8/8¢e3). In particular, since (0,0) is a
critical point,

o -
22, ©lee) ~ A3 (e, @) L:O —0, (4.22)
and 5
o, ©lere) = AS (e, ) L:O —0. (4.23)
Now,
8
87619(61,62)‘6:0 561 f(I Y+ e1m +eane, y +€17?1+62772)d$‘ .

Ty a
:/ e —f@, y+ e + eame, v + e1n) + eamh) dﬂ«"‘
€1

Zo

= af f
_/xo (7?18+7?18 )dﬂfa

and Integrating by parts we see that

B, o vaf d oof
8_619(61’62)60_/;0 m (Fy—%a—yl> dr

Similarly, we have that
/ 1 dg d dg J
= = - — ) dr.
e=0 o n dy  dx vy

Equation (4.22) can thus be written

f“m{dafaf)\(dagag)} dr—0
2o de dy  dy do vy Oy

The function y is arbitrary and Lemma 2.2.2 implies that

9
(96]_

E(Elv 62)‘

d 8F OF
where
F=f—- g

The extremal y must therefore satisfy the Huler-Lagrange equation (4.24).
The concern now is that equation (4.23) might overdetermine the problem. In
fact, the same arguments used to derive equation (4.24) lead to the expression

fwi ( d aF (’“)F) J 0,
12 T =
o dz Oy By

which is always satisfied for any 52 provided equation (4.24) is satisfied.
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The above analysis is valid provided condition (4.21) is satisfied. Suppose
that V& = 0 at ¢ = 0. The above calculations show that in this case

1 dg d ('“)g)
™M ( ————— 1 dr=20
/mo dy  dr &y
1 dg d 3_@)
72 (———— dr = 0.
/xo dy  dx &y

The former equation must be valid for arbitrary n;; hence, by Lemma 2.2.2
we have that

and

d Og dg 0
de &y Ay
The latter equation is automatically satisfied if equation (4.25) is satisfied.
Hence the condition that V.5 = 0 at € = 0 reduces to condition (4.25), and
this means that 7 1s an extremal for the functional I. Rigid extremals for
the isoperimetric problem are thus characterized as functions that are also
extremals for the functional defining the Isoperimetric condition.
In summary, we have the following result.

(1.25)

Theorem 4.2.1 Suppose that J has an extremum at y € C?[xy, 71] subject to
the boundary conditions (4.18) and the isoperimetric constraint (4.19). Sup-
pose further that v is not an extremal for the functional I. Then there exists
a constant A such that y sotisfies equation (4.24).

In light of the above theorem, the isoperimetric problem reduces to the
unconstrained fixed endpoint problem with f replaced by F. The general
golution to the Euler-Lagrange equation (4.24) will contain two constants of
integration along with the constant A. The boundary conditions {4.18) and the
constraint (4.19) provide three equations for these constants. In this sense, the
isoperimetric problem is more complicated than the unconstrained problem
of Section 2.2. Another complication with the isoperimetric problem is the
possibility of rigid extremals. To validate the method we must verify that
the solution to the Euler-Lagrange equation (4.24) is not also a sclution to
equation (4.25), i.e., an extremal for {.

If 4 is an extremal for .J subject to the isoperimetric condition I = I, and y
1s not an extremal for I, then the problem is called normal. The “normality”
of this problem iz inherited from condition (4.21), which indicates that the
finite-dimensional problem of determining the local extrema for @ subject to
the condition = = 0 Is normal. In the same spirit, if ¥ Is an extremal for I,
then VZ(0,0) = 0 and the problem iz called abnormal. Because we can relate
the Isoperimetric problem back to a finite-dimensional optimization problem,
we can readily extend Theorem 4.2.1 to cope with abnormal problems by
introducing an additional multiplier Ag.
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Theorem 4.2.2 Suppose that J has an extremum at y € C?[xq, 71] subject to
the boundary conditions (4.18) and the isoperimetric constraint (4.19). Then
there exist two numbers Ay and Ay not both zero such that

oK oK
dx Oy’ Ay

where K = Agf — Mg. If y is not an extremal for I then we may take Ay = 1.
If v is an extremal for I then we take Ao = 0, unless y is also an extremal for
J. In the latter case neither Ay nor Ay is determined.

Example 4.2.1: Catenary

Consider the catenary problem discussed in Section 1.2 and Example 2.3.3, but
now suppose the length of the cable is specified. This leads to an isoperimetric
problem. For simplicity, let z; = 0, x1 = 1, and let the poles be of the same
height & > 0. We thus seek an extremal to the functional

1
J(y):f ¥/ 1+ y2 ds,
0

subject to
1
I{y) :/ 14 y2dr =L,
0

and the boundary conditions (0} = y(1) = A. Here L > 1 denotes the length
of the cable.

The extremals for I consist of line segments (Example 2.2.1). Since I > 1,
no solution to the Huler-Lagrange equation (4.24) that satisfies the boundary
and isoperimetric conditions can be an extremal for I. Thus, if J has a local
minimum at z, then Theorem 4.2.1 implies that ¥ is a solution to equation
(4.24) with F' = (v — \)/1+¢72 .

Now, the function F' does not contain z explicitly; hence, we have the first
integral

H=yF,F

—@1\/i—)5;2(y)\)\/1+y’2

= const.

(cf. Section 2.3). Let w = y— A. Then w’ = 4/, and the above equation reduces

to

w2

1+ uf?
where e1 iz a constant. Since I > 1 we know that % is not a constant and

hence ¢; # 0. This equation was solved in Example 2.3.3, and it was shown
that

=,
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u(zr) = clcosh(:’g — cg) ,

&l

where ¢ 1s a constant. The extremals to this problem are thus of the form

ylz) =A+ clcosh(:’g — cg) . (4.26)
o1
Let 51 = e1 and &2 = —ez/e1. The boundary conditions imply that
h — A = #1cosh(kg) (4.27)
and
h—A= ﬁ]_COSh( + F2); (4.28)
therefore,
cosh(kz) = cosh(ke + i),
"1
le.,
L (4.29)
fg = ———. .
2 2.'{,]_

The isoperimetric condition implies that

1 1
:f \/1+y’2dr:/ \/1+sinh2 (IJrﬁQ) dz
0 0 i1
1
:/ COSh<$+ﬁ2> dx
0 1
7 1
= Hlsinh( + .’ig) ‘ .
R] 0

The isoperimetric condition thus reduces to

L= Q!ilsinh(;) , (4.30)

1
upon using equation (4.29). Let £ = 1/2r1. Equation (4.30) is equivalent to
L.£ = ginh(¢). (4.31)

Equation (4.31) iz evidently satisfied for £ = 0, but this solution cor-
responds to an infinite value for s1 and thus produces the function y =
A+cosh(0) = const., which cannot be a solution to the isoperimetric problem.
Since L > 1, however, there are precisely two nonzero solutions é and —é‘ to
equation (4.31) (see figure 4.4). We always have two solutions to the equa-
tions generated by the boundary conditions and the isoperimetric constraint.
For the nonzero sclution f, we have that s = 1/25, Fo = —f, and therefore
equation (4.27) yields
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1 n
A =h — — cosh(&).

2§

The extremal 18 thus of the form

1 A .
y(z) = h+ Y {cmah(f(?m 1) — mh(g)} | (4.32)

Note that cosh(£(2z — 1)) — cosh(€) < 0 for any choice of £ since z € [0,1].

For physically sensible solutions we expect the cable to “hang down” below
the points of suspension, and this means that £ > 0. T'here 1s always a unique
positive solution to equation (4.31) so that this requirement can akvays be

meit.

It 18 intuitively obvious that for L suthciently large there will be too much
cable between the poles with the result that some of it must rest on the ground.
In this case the model breaks down. Assuming the ground 1s level between the
poles we need to further add the condition y(x) > 0 for all z € (0, 1) to avoid

this problem. This inequality places a restriction on £ in terms of A. We leave

it as an exercise to show that for L sufficiently large there is an z € (0, 1) such
that y(x) < 0.

Example 4.2.2: Dido’s Problem
Determine the function ¥ such that y(—1) = y(1) = 0, the perimeter of the
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curve described by v 1s L > 2, and the area enclosed by v and the line segment,
[-1,1] of the z-axis is an extremum. (This iz a simplified version of Dido’s
problem.)

The area under a curve y : [—1,1] — R is given by

J(y) —/1 ydz,

-1

and the arclength of the curve described by v is given by

I(y):/ilvl—l—y"gdz.

We thus seek an extremum for J subject to the constraint [(y) = L. Note
that the extremals for I are line segments. Since L > 2, no solution to the
Euler-Lagrange equation {4.24} satisfying the boundary and the isoperimetric
conditions can also be an extremal for I.

If J has an extremum at y under the constraint I(y) = L, then v is a
golution to equation (4.24) with £ = y — A/1 + y2. The Euler-Lagrange

equation Is thus equivalent to the equation

yh' 1

Recall that the curvature s of a plane curve described In “graphical coordi-
nates” by r(z) = (z,y(x)) is given by

B |

=

(1 + y12)3/2

Equation (4.33) indicates that the curve described by ¥ must be of constant
curvature & = 1/|A[; i.e., the curve must be an arc of a circle of radius |A|.

Anocther way of deducing the shape of the extremal curve is to note that
F does not contain x explicitly and hence the quantity H = y'F,, — F must
be constant along any extremal. Therefore,

—A ’2
Hziyf(yf)\\fler"?):cl,
V14 y?

where ¢ is a constant. The above equation simplifies to

(y+e)v1+9y2 =X

(4.34)

le.,

32
— — L
(¥ +e1)

We thus have that
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¥+ o
—— dy=1x+ g3, (4.35)
A — (y+e1)?
where ¢3 1s a constant. Let
y—+cp = Asing. (4.36)
Then dy = Acos ¢ d¢p, and hence
T+ co :Afsin¢d¢: Acos . (4.37)

Equations (4.36) and (4.37) are the parametric equations for a circle of radius
|A| centred at (—co, —cyp).
The extremals are thus of the form

(x4 ) + (y+e1)? = A%
The boundary conditions y(—1) = (1) = 0 imply that
(14 e)? +ef =A% (4.38)

and
(14 e)® +cf = A% (4.39)

hence, ¢z = 0. The isoperimetric condition reduces to the equation
L= 2|Al[¢], (4.40)

where ¢ denotes the angle between the y-axis and the line containing the
points (0, —c1 ), (1,0} (figure 4.5). In terms of the constant ¢;, the isoperimetric
condition and equation (4.38) imply that

L=2¢/cf +1 arctan(cll). (4.41)

The condition that % is a function (i.e., single-valued) on [—1,1] places the
somewhat artificial restriction that ¢; > 0, so that the centre of the circle is
not above the z-axis. This in turn places a restriction on L for solutions of
this type. It is easy to see geometrically that we must have 2 < L < 7 under
these circumstances. With these conditions it can be argued gecmetrically
(and analytically) that equation (4.41) has a unique solution for &1 in terms
of L, and that equation (4.38) has a unique positive solution for A. We revisit
this problem in Example 4.3.3, where we lift the restriction that y be single-
valued.

The Lagrange multiplier A plays a seemingly formal but useful role in the
solution of isoperimetric problems. Example 4.2.2 shows that A can correspond
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y A

¢ > X
4]

Fig. 4.5.

to a physically/geometrically significant parameter in the problem and this
prompts us to look a bit deeper into the role of A. The functional J can be
written in the form

J(y) = /: {f(sf,y, V) A (mf% g(z,y,y’)>} dz.

Suppose that J has an extremum at z. The general solution to the corre-
sponding Euler-Lagrange equation will depend on xg,x1, %0, %1, and L. The
Lagrange multiplier A will also depend on these parameters. Suppose now that
the boundary conditions are fixed. Then we may regard .J as a function of the
parameter L. Now

as ™ 9 , , AL
o L o) ey s

0

/“ OF 0y  OF oy’ ox [ L i) Ay,
=) W\ GyaL TayaL) Tan \a—ae WYY )T T

0

UPF d OFN dy A 2
N 9 deay,an T tap it Yz | + A
/c; (é‘y dzayf> aL I+8L( /xo a(z,1,4) $>+ ;

0

where the first integral on the last line was derived by integration by parts.
Since ¥ Is an extremal for the problem, the first integral on the last line must
vanish. The second term on the last line vanishes because y must satisfy the
isoperimetric constraint. We therefore have that

aJ

57 =
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The Lagrange multiplier therefore corresponds to the rate of change of the
extremum J(y) with respect to the isoperimetric parameter L.

We note a certain duality that exists for the isoperimetric problem. Sup-
pose that A #£ 0; then any extremal ¢ to the problem with I' = f — Ag must
also be an extremal to a problem with G = ¢ — S\f, where A = 1/A. More
specifically, suppose that 7 minimizes J subject to the Isoperimetric constraint
I{y) = L. Let K denote the minimum value .J(y). Then

K =J{y) = Al(y) - L),

and thus X
L=1I(y) = AlJ{y) — K).

We have that J — Al = —A(] — )A\J), and this indicates that the minimum

for the functional ffol Fdx corresponds to the maximum for the functional
f;ol G dr. A similar statement can be made if ¥ produces a maximum for J
gubject to I(y) = L. We thus have the following result.

Theorem 4.2.3 Suppose that y produces o minimum (mazimum) value for
J subject to the constraint [(y) = L and that A £ 0. Let K = J{(y). Then y
produces o mozimum (minimum) for T subject to the constraint J(y) = K,

and I(y) = L.

In view of the above result, suppose we revisit, for example, the catenary
problem of Example 4.2.1. We saw that the catenary is the curve along which
the potential energy is an extremum subject to the condition that the cable
is of length L. In fact, it can be shown that the potential energy is minimum
along a catenary for the appropriate choice of é‘ Theorem 4.2.3 shows that,
for a fixed value of potential energy, the catenary is the curve along which the
arclength is maximized.

The duality relationship also helps to elucidate the condition that ¥ not
be an extremal for I in Theorem 4.2.1. If ¥ Is an extremal for [, then in the
dual problem A = 0. This means that I{y) = L, independent of the constraint
J(y) = K, so that K can be prescribed without changing the extremum for
I. Alternatively, if A = 0, then J(y) = K, independent of the constraint
I{y) = L, o that the problem does not depend on the constraint. At any
rate, if A Is not finite or if A = 0 the problem is degenerate.

Exercises 4.2:
1. Let J and I be the functionals defined by

J(y)—/oly’gdsm I(y)—/olydm-

Find the extremals for J subject to the conditions (0) = 0, (1} = 2, and
I(y) = L.
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2. Dido’s Problem in Polar Codrdinates: Let J and I be functionals
defined by

J(T):%/O r2dé, I(T):/O 2 42 df,

where v = dr/df. Find an extremal for J subject to the conditions r(0) =
0, r(m) =0, and I(r) = L > 0.
3. Let J and I be the functionals defined by

1
J{y) :f (yy’)2 dr, I{y) = inthy® dx.
0

Suppose that y iz an extremal for J subject to the conditions y(0) = 1,

y(1) =2, and I{y) = L.

{(a) Find a first integral for the Euler-Lagrange equations for this problem
and show that for L = 3,

ylz) = /4 — 3{z— 1)2

(b) For L. = 7/3 show that there exists a linear function that is an ex-
tremal for the problem.
(c) For L = 5/2 show that this problem admits the solution A = 0. Find
the extremal corresponding to this value.
4. Let A(y) be a smooth function and let

() = / Aly)y' de

and L
I(y) :f V1+y?de.
0

Formulate the HEuler-Lagrange equations for the Isoperimetric problem
with 4(0) = 0, y(1) = 1, and I{y) = L > +/2. Show that A = 0, and that
there are an infinite number of solutions to the problem. Explain without
using the Euler-Lagrange equations (or any conservation laws) why there
must be an infinite number of solutions to this problem.

5. Let y be the extremal o the catenary problem of Example 4.2.1. Show
that for L sufficiently large there is an = € (0,1) such that y(z) < 0.

4.3 Some Generalizations on the Isoperimetric Problem

In this section we present some modest generalizations on the isoperimetric
problem discussed in Section 4.2. Most of the detalls are left to the reader.
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4.3.1 Problems Containing Higher-Order Derivatives

Suppose that J and I are functionals of the form

Z1

Jy) = flz, vy, y") de,

Zo

i
I(y) :/ gz, v,y de,

o]

where f and g are smooth functions. The same analysis used in the previous
section can be used to show that any smooth extremal to J subject to the
isoperimetric constraint [(y) = L must satisly the Euler-Lagrange equation

d? 9F  d 9F 9F

Way oy oy |

) (4.42)

where, for some constant A,

F=f-2g

The existence of the constant A Is assured provided % 1s not also an extremal
for the functional I. Indeed, it is straightforward to prove an analogous result
for functionals containing derivatives of order higher than two. Abnormal
problems can be treated in a manner similar to that used for the basic problem
in Section 4.2.

Example 4.3.1: Let
1
J(y) = / v dr,
0
and

I(y) —folydz-

Find the extremals to J subject to the condition I(y) = 1, and the boundary
conditions y(0) = y(1) =0, 4/'(0) = /(1) = 0.
For this problem f = ' and g = y. The extremals for I must satisfy the

Euler-Lagrange equation

o By

de oy Oy
but dg/0y = 0 and dg/3y = 1, so that T has no extremals. Any smooth
extremal to the problem must therefore satisfy equation (4.42), which reduces
to

Qy(i”)(a:) —Ax=0.
The above differential equation has a general solution of the form

Azrd 3 5
ylz) = Tt aer taz+a,
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where the cis are constants of integration. The boundary conditions y(0) =0
and 3'(0) = 0 imply that g = 0 and 1 = 0, respectively. At z = 1, the
boundary conditions yield the equations

A
0:E+@+@

A
0= §+383+282.

The isoperimetric constraint implies that

)\ C3 Co

AL 2 g
T T3

The solution to this linear system of equations is A = 6!, ¢x = 30, and ¢3 =
—60. The extremal is thus

y(x) = 30z* — 602" + 3022

4.3.2 Multiple Isoperimetric Constraints

Let J be a functional of the form
21
J(y) = / fz,y, ) de,
2

and suppose I, Is,.. ., I, are functionals of the form

s |
Ik(y) = f gk('rv Y, yl) CEI‘,

o]

for k=1,2,...,m. Here, we assume that the functions f and gz are smooth,
and that some boundary conditions y(zg) = yo, y(x1) = 71 are prescribed.
A generalization of the isoperimetric problem consists of determining the ex-
tremals to J subject to the m isoperimetric constraints {y(y) = L, where the
Ly are specified numbers. The Lagrange multiplier technique can be adapted
to this type of problem, but the analogue of the condition that v is not an
extremal for the Isoperimetric functional is less tractable. We discuss the case
o= 2.

Suppose that y is an extremal for J subject to the constraints {1(y) = 14
and Is(y) = L. In order to meet both constraints and still have an arbitrary
term in our variation of ¥ we use a neighbouring function of the form

U=yt e1m + amp + €313
= y+<ern>7
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where € = (€1, €2,€3) and 17 = (71,72,73). In addition, we require that n €
C?|xg, 1] and (o) = n{x1) = 0. There is still the problem of rigid extremals.
We do not enter into a general discussion of this problem. Instead, we use the
conditions developed at the end of Section 4.1 for finite-dimensional problems
with multiple constraints.

As in the single constraint case we can regard J{g), [1(%), and I2(%) as
functions of €. Let

O(e) = fwl Fla,y+{en),y+ (7)) dr,

and for k= 1,2 let

Su(e) = f " ey + ey + (o)) da

o]

If % is an extremal for the problem, then 0 is an extremal for the function
© subject to the constraints =, = Li. We know from Section 4.1 that there
exist constants A; and Ay such that the critical point must satisfy the vector
equation

V(O -—ME - 5)| =0, (4.43)

e=0

provided condition (4.10) is satisfied. For 7 = 1,2, 3, we have

O/II (LT
o e PNOy T dmay )

_o- [, (P dOa
e=0 20 K dy  dx dy ’

go that equation {4.43) produces the three equations

1 aF d aF
| —=— — —— | dr =0 4.44
[w, K ( Ay dx By’> T (4.44)

0

26
e

and

a5
8€j

where

F=Ff—Xg — Aago.

Now we can regard the term €197 as an arbitrary function with the terms egng
and €313 used as “correction” terms so that the constraints are met. We can
thus apply Lemma 2.2.2 to equation (4.44) with § = 1, and this gives the
Euler-Lagrange equation

d 0F 8F

dzdy’ — dy
As with the single constraint case, the other equations for 7 = 2, 3 are satisfied
automatically if equation (4.45) is satisfied regardless of what functions the
might be. The general solution to equation (4.45) will contain two constants

(4.45)
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of Integration along with the constants Ay and As. The boundary conditions
and the isoperimetric constraints can be used to determine these constants.

The condition that ensures the existence of constants A, Az such that
equation (4.45) produces an extremal to the problem is less easy to interpret
than the single constraint case. We know from Section 4.1 that this condition
translates to inequality (4.10). For this problem we have that

o - (240 -

a..f“ﬁ.{%__
“ - Tl 8y dr by

where

and the augmented matrix M;(0) is

M1 = (6 ) -

where

o]

The Lagrange multiplier technique will be valid provided there exist smooth

functions g such that:

(a) m(wo) = (1) = G;

(b) v+ {e,n) satisfies the isoperimetric constraints for ||e]| small; and

(c) RankM(0) < Rank M(0).
Example 4.3.2: Let

Q11 12 Q13
Qg eog Geag

d dg;

} dx,

11 Q12 13
Qg1 Geop Geog

631 532 533

e [ 220
A " i 5y_d5'35)y’

1
J(y):f y"?dz,
0

and

1
Ii(y) = f yde,
1]

1
Ig(y):f Ty dI.
0

Find the extremals for J subject to the constraints {3 = 2, Is = 1/2 and the

boundary conditions y(0) = y(1) = 0.
Let

F =9y My— oz

b a.

The Euler-Lagrange equation for this choice of F' is

24"+ A+ dex =0,
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which has the general solution

)\QCL"B )\1.1"2
6 4

Yy = +C]_55'+CO,

where ¢y and ¢ are constants of integration. The boundary condition y(0) =0
implies that ¢p = 0, and the boundary condition (1) = 0 yields the equation

Al Ag
c1 = i + '
The isoperimetric constraints provide the equations
A1 Ao C1
2=———- =4 =
12 24 ™ 12°
1 )\1 )\2 1

5716 307 3
The system of linear equations for Ay, A5, and ¢; has the solution A; = 408,
Ag = —360, and ¢y = 42; thus, the function y defined by

y = 60z — 10222 4 42z,

is a solution to the Euler-Lagrange equation that satisfies the isoperimetric
and boundary conditions. Note that, for arbitrary n,

1 1
g = / mdr,  og = / xy; d,
0 0

1
Ba; :f 2y'ny dx
0

1 1
= —)\1/ n; de — Agf xn; dx
0 0

= —Aagy + —Azazy,

and

go that Rank M¢(0) < Rank M(0).

4.3.83 Several Dependent Variables

The Lagrange multiplier technique extends readily to isoperimetric problems
involving several dependent variables. Let J and I be functionals of the form

J{q) = /tl Lt q,q) dt,

to

= [ atadd,

to
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where q = (q1,99,...,0), ~denotes d/d¢, and L and g are smooth functions.
If q is a smooth extremal for .J subject to the boundary conditions q(ts) = qg,
q{t1) = qq and the isoperimetric condition I{q) = Z, and q is not an extremal
for I, then there exists a constant A such that ¢ satisfies the n Euler-Lagrange
equations

d 0F  ar
- —— =0 4.46
dt@q{,— BQj ( )
where 7 =1,2,...,n, and
F=L-M\g

The technique can also be adapted mutatis mutandis to problems with several
isoperimetric constraints.

Example 4.3.3: Let us revisit the problem of determining a curve ~ of
length £ > 2 containing the points P_; = (—1,0) and P; = (1,0) such
that the closed curve formed by ~ and the line segment from P_; to Py
encloses maximum area. We show that any smooth extremal for this problem
must correspond to a circular arc, but we lift the restriction that v must be
described by a scalar function .

Suppose that q(t) = (z(¢),y()}, ¢t € [to, 1] is an extremal for the problem.
(Green’s theorem Implies that the area under the curve is

-3 [ " @g— ) dt,

to

and the isoperimetric condition is

HEY —ftl VA2 P dt =L,
tp
The extremal must thus satisfy equations (4.46) with
F:%(ry—ydz)w\m;
ie.,
—AE 1 1.
t(iﬁy?y) BEA

A 1 +1. 0
—— —xr =
t #2+¢2 2 2

o e

ol

L4

We therefore have that
—AT B
W + ¥ = co,
Y
2 +y2

AV
Rt
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where cp and ¢; are constants of integration. The above equations imply that

)\25&2 )\2-@,2
2 2 _
(z— )+ (v — )’ = PR + FON
=A%

hence, the extremal must be a circular arc of radius A with centre at (o1, o). It
follows readily from the boundary conditions that ¢; = 0. The other constants
require more effort, but can be obtained essentially as described in Example
4.2.2. Note that now the constant cs may be negative or positive depending
on £.

Exercises 4.3:

1. Let J and I be functionals defined by

E2 T
J(x,y :f 1 — ———— | 2’ dt,
o[ )

131
I(z,y) :f y2z' dt,

E25)

where z = z(%),y = y(t), and ’ denotes d/dt. Suppose that (z,y) is an
extremal for J subject to the constraint I{z,y) = K, where K is a positive
constant. Prove that neither z(t) nor y(¢) can be identically zero on the
interval [tg, ¢1] and that there is a constant A such that

$:A(12+y2)3/2.

2. Let J, I and Is be functionals defined by
1
J{y) :/ v dr,
0
1
1{y) :/ 2y da,
0
1
L) - | vds.
0

Find the extremals for J subject to the conditions I3 (y) = 4y, f2(y) = &3
and the boundary conditions y(0) = 0, y(1) = 1.
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5

Applications to Eigenvalue Problems®

Eigenvalue problems infest applied mathematics. These problems consist of
finding nontrivial solutions to a linear differential equation subject to bound-
ary conditions that admit the trivial solution. The differential equation con-
tains an elgenvalue parameter, and nontrivial solutions exist only for special
values of this parameter, the eigenvalues. Generally, finding the eigenvalues
and the corresponding nontrivial solutions poses a formidable task.

Certaln elgenvalue problems can be recast as Isoperimetric problems. In-
deed, many of the eigenvalue problems have their origin in the calculus of
variations. Although the Euler-Lagrange equation is essentially the original
differential equation and thus of limited value for deriving solutions, the vari-
ational formulation is helpful for extracting results about the distribution of
elgenvalues. In this chapter we discuss a few simple applications of the varia-
tional approach to Sturm-Licuville problems. The standard reference on this
material is Courant and Hilbert [25]. Moiseiwitsch [54] also discusses at length
eigenvalue problems in the framework of the calculus of variations. Qur brief
account is a blend of material from Courant and Hilbert op. cit. and Wan

1],

5.1 The Sturm-Liouville Problem

The (regular) Sturm-Liouville problem entails finding nontrivial solutions to
differential equations of the form

(—plz)y (@) +q(@)y(e) — Ar(a)y(z) =0, (3.1)
for the unknown function y : [zg, #1] — R subject to boundary conditions of
the form

agy(zo) + Sot/ (x0) = 0,
(5.2)
ar1y(z1) + f1y/ (1) = 0.
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Here, ¢ and r are functions continuous on the interval [zg,z1], and p €
Czg, x1]. In addition, p(x) > 0 and r(z) > 0 for all € [zg,71]. The ag
and By, in the boundary conditions are constants such that af + 32 # 0, and
A Is a parameter.

Generically, the only solution to equation (5.1) that satisfies the boundary
conditions (5.2) is the trivial solution, y(z) = 0 for all & € [xg, z1]. There are,
however, certain values of A that lead to nontrivial solutions. These special
values are called eigenvalues and the corresponding nontrivial solutions are
called eigenfunctions. The set of all eigenvalues for the problem is called the
spectrum.

An extensive theory has been developed for the Sturm-Licuville problem.
Here, we limit ourselves to citing a few basic results and direct the reader to
gtandard works such as Birkhoff and Rota [9], Coddington and Levinson [24],
and Titchmarsh [70] for further details.

The “natural” function space in which to study the Sturm-Liouville
problem is the (real) Hilbert space L?[xg, 1], which consists of functions
fi[zg, 21 — R such that

fg: Fi(x)dz < .

The inner product on this Hilbert space is defined by
z

o) = [ r@f@afa)ds,
zq

for all f,g € L?[xg,x1).> The norm induced by this inner product is defined
by

e = VU T = \/ / @) f2(e) da,

for all f ¢ L?[zg,71]. Note that the norm .| - ||z is equivalent to the usual

norm || - ||z defined by
1
Ifla=1f [ P,
o

because r is continuous on [zg,x1] and pogitive; hence, » iz bounded above
and below by positive numbers.?
Some notable results from the theory are:

! Strictly speaking, the integrals defining the Hilbert space are Lebesgue integrals
and the elements of the space are equivalence classes of functions. We deal here
with solutions to the Sturm-Liouville problem and these functions are continuous
on [zg, z1]. For such functions the Lebesgue and Riemann integrals are equivalent.
Note that Lz[:co, x1] also includes much “rougher” functions that are not Riemann
integrable.

% See Appendix B.1.
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(a) There exist an infinite number of eigenvalues. All the eigenvalues are real
and igolated. The spectrum can be represented as a monotonic increasing
sequence {A;} with lim, oo Ay = oo, The least element in the spectrum
is called the first eigenvalue.

(b) The eigenvalues are simple. This means that there exists precizely one
eigenfunction (apart from multiplicative factors) corresponding to each
eigenvalue.

(e) If A and A, are distinct eigenvalues with corresponding eigenfunctions
¢ and ¢y, respectively, the orthogonality relation

<¢'m: ¢n> =0

is satisfied. (Note that {¢n,¢m) = 0, since ¢, is a nontrivial sclution.)

(d) The set of all eigenfunctions {¢, } forms a basis for the space L*[zg, z1].
In other words, for any function f € L?[zg,z;] there exist constants {a,}
such that the series

j:(f) = Zanﬁbn
n=1

converges in the .|| - |2 norm to f; ie,

o
li I - nn = 0.
Jim [l f ;la ¢l

The series representing [ 1s called an eigenfunction expansion or gen-
eralized Fourier series of f.

The Sturm-Liouville problem can be recast as a varlational problem. We
do this for the case 83 = $7 = 0. The formulation for the general boundary
conditions (5.2) can be found in Wan, op. cit., p. 285. Let J be the functional
defined by

zy
J(y) = / (pv* + v do, (5.3)
%0
and consider the problem of finding the extremals for J subject to boundary
conditions of the form

y(zo) = y(z1) =0, (5.4)
and the lsoperimetric constraint
Ty
() :f r(@)o2(z) do — 1. (5.5)
zg

The Euler-Lagrange equation for the functional [ is
=2r(z)y(z) =0,

which is satisfied only for the trivial solution ¥ = 0, because 7 is positive. No
extremals for I can therefore satisfy the isoperimetric condition (5.5). If v is
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an extremal for the isoperimetric problem, then Theorem 4.2.1 implies that
there is a constant A such that ¥ satisfies the Euler-Lagrange equation

d aF JF
droy " oy >0

for

F =y + qy® — Are.
But the Euler-Lagrange equation for this choice of I is equivalent to the
differential equation (5.1). The isoperimetric problem thus corresponds to the
Sturm-Licuville problem augmented by the normalizing condition (5.5), which
simply scales the eigenfunctions. Here, the Lagrange multiplier plays the rcle
of the eligenvalue parameter.

Example 5.1.1:  Let p(z) =1, g(z) = 0, r{z) = 1, and [xq,z1] = [0,7].
Then the Euler-Lagrange equation reduces to
(@) + du(z) =0, (5.7)

and the boundary conditions are

y(0) = y(r) = 0. (3.8)
If A < 0, then the general solution to equation {(5.7) is

ylz) = AeV e 4 Befmw,

where 4 and B are constants. The boundary conditions imply that 4 = B =0,
and therefore there are only trivial sclutions if A < 0. If A = 0, then equation
(5.7) has the general solution

y(z) = Az + B.

Again the boundary conditions imply that A = B = 0, and therefore preclude
the possibility of nontrivial solutions. Hence, any eigenvalues for this problem
must be positive.

If A = 0, then the general solution to equation (5.7) is

y(z) = Acos(vAz) + Bsin(vAz).

The condition y(0) = 0 implies that 4 = 0; the condition y(7) = 0 implies
that
Bsin(VAr) = 0. (5.9)

Equation (5.9) is satisfied for B # 0 provided /A iz a positive integer, and
this leads to the nontrivial solution y(z) = Bsin(v/Az). The eigenvalues for
this problem are therefore A, = n?, and the first eigenvalue is Ay = 1. The
eigenfunctions corresponding to A, are of the form
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¢ (z) = Bsin(nz), (5.10)

where B is an arbitrary constant.

In terms of the isoperimetric problem, there are an infinite number of
Lagrange multipliers that can be used. Each Lagrange multiplier corresponds
to an eigenvalue, and the linearity of the Euler-Lagrange equation implies that
any function of the form

flz) = Zansin(nz), (5.11)

such that the Fourler series Is convergent and twice term by term differen-
tiable, is an extremal for the problem, provided f satisfies the isoperimetric
condition (5.5). Now,

. 2
P (x da::/ ansin(nx da

f) e = [ 3 awinie)
Zaif sin®(ne) de
n=1 o
T o0
S

n=1
where we have used the orthogonality relation

0, if m #£ n,

T _
T, ifm =n.

{sin{maz),sin{nz)) = {

Hence, any eigenfunction expansion of the form (5.11) having the requisite
convergence properties and satisfying the condition

o0

2
Yal== (5.12)
=1 71'

is an extremal for the problem. Any finite combination of the eigenfunctions
such as
F{z) = aisin(z) + agsin(2x) + - - + amsin(msz),
where 5
2 2
a1+---+am:;,

for example, 1s an extremal.

If we are searching among the elgenfunction expansions for extremals that
make J a minimum, then the situation changes considerably. Suppose that f
is an eigenfunction extremal for the problem. Then
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O
) = Znaﬂcos(na:),
n=1

so that

J{y) =

2 (x) dz—/ (Znancos na:)) dx
_ Z::n?ag A " cos? (na) da
S,

Here, we have used the orthogonality relation

g é‘“g

Lo\:]

0, if m # n,

T o
5, ifm=mn.

e cont) - {

The eigenfunction extremal for the first eigenvalue is

(@) = \/z sin(z),

J(y) = 1.

In fact, 71 produces the minimum value for J. To see this, let f be another
extremal for the problem. Then the completeness property of the Fourier
serles implies that f can be expressed as an elgenfunction expansion of the
form (5.11), where the coefficients o, satisfy relation (5.12). If f is distinct
from 17 then there is an integer m > 2 such that a,, # 0. Now,

and for this extremal

n=1
- o0
2 § ((mQ - 1) ’ nlai)
- o0
E 2 _
> §n:1&ﬂ = 1,

and hence J(f) > J(n).
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Exercises 5.1:

1. The Cauchy-Euler equation is

A
@y (@) + 2y@ =0
Show that

y(z) = ercosh (\/jln a:) + CQSinh(‘\/jln a:) ,

where ¢; and ¢ are constants, is a general solution to this equation. Given
the boundary conditions y (0} = y(e™) = 0 find the eigenvalues.
2. Reformulate the differential equation

v (@) + (A + pla))y(z) =0

along with the boundary values y(0) = v/ (0) = 0, y(1}) = v'(1) =0 as an
isoperimetric problem.

5.2 The First Eigenvalue

The first eigenvalue in Example 5.1.1 has the notable property that the cor-
responding eigenfunction produced the minimum value for J. If fact, this
relationship persists for the general Sturm-Liouville problem.

Theorem 5.2.1 Let Ay be the first eigenvalue for the Sturm-Liouville prob-
lem (5.1) with boundary conditions (5.4), and let y be the corresponding
etgenfunction normalized to satisfy the isoperimetric constraint (5.5). Then,
among functions in C?[xg, 1) that satisfy the boundary conditions (5.4) and
the isoperimetric condition (5.5), the functional J defined by equation (5.3) is
minimum at y = y1. Moreover,

J(yl) = )\1.

Proof: Suppose that J has a minimum at 3. Then ¥ is an extremal and thus
satisfies equation (5.1} and conditions (5.4) and (5.5). Multiplying equation
(5.1) by y and integrating from zy to x; gives

= 21 1
—pyy +/ (py’2 + qyg) do = Af ry? dz.
x

%o 0 g

The first term on the lefi-hand side of the above expression is zero since
y{zg) = y(x1) = 0; the integral on the left-hand side of the equation is one by
the isoperimetric condition. Hence we have
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J(y) = A

Any extremal to the problem must be a nontrivial solution to equation (5.1)
because of the isoperimetric condition; consequently, A must be an eigenvalue.
By property (a) there must be a least element in the spectrum, the first
elgenvalue Ay, and a corresponding eigenfunction %1 normalized .o meet the
isoperimetric condition. Hence the minimum value for J is A and J(y1) = A1

O

Eigenvalues for the Sturm-Liouville problem signal a bifurcation: in a
deleted neighbourhood of an eigenvalue there 1s only the trivial solution avail-
able; at an eigenvalue there are nontrivial solutions (multiples of the eigen-
function) available in addition to the trivial solution. In applications such as
those involving the stability of elastic bodies, eigenvalues indicate potential
abrupt changes. Often the most vital piece of information in a model is the
location of the first eigenvalue. For example, an engineer may wish to design
a column so that the first eigenvalue in the problem modelling the deflection
of the column is sufficiently high that it will not be attained under normal
loadinge.

Theorem 5.2.1 suggests a characterization of the first eigenvalue in terms

of the functionals J and 7. Let R be the functional defined by

_ I
Iy)

The functional R is called the Rayleigh quotient for the Sturm-Liouville
problem. If I(y) = 1, then for any nontrivial solution ¥ we have

R(y) (5.13)

A= R(). (5.14)

We can, however, drop this normalization restriction on [ because both J and
I are homogeneous quadratic functions in % and %" sc that any normalization
factors cancel out in the quotient. Relation (5.14) is thus valid for any non-
trivial solution, and we can make use of this observation to characterize the
first eigenvalue as the minimum of the Rayleigh quotient.

Theorem 5.2.2 Let S’ denote the set of all functions in C?|xq, 1] that sat-
isfy the boundary conditions (5.4) except the trivial solution y = 0. The min-
imum of the Rayleigh quotient R for the Sturm-Liowville problem (5.1), (5.4)
over all functions in §' is the first eigenvalue; i.e.,

min R(y) = M. (5.15)

® The governing differential equation for this model is in fact of fourth order, but
similar comments apply. The variational formulation of this model is discussed in
Courant and Hilbert, ep. cit., p. 272.
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Proof: Suppose that R has minimum value A at y € 8/, and let

y=y+en,
where € is small and 7 is a smooth function such that n{zq) = n(x1) =0, to
ensure that 4 € 5. Now,

£

Iy +en) :I(y)—b—Qef pryde + O(e%),

Zo

so that

1 1
@ = @‘FO(E%

where [{y) # 0, and

J(i) = J(y) + 2¢ /“1 n{((—py'Y + qv) dz + O(e%)

%o

= Al{y) +2¢ /ml n{(—py") + qy) dx + 0(62),

%o

s0 that

£

J@—M@:%fvmwwww—mwm

+ O(ZQ).
We thus have
@  J _ J@ - Al
@& Iy 1()
[2 n((—py) + qu — Ary) dz
I(y)

and since R iz minimum at ¥, the terms of order ¢ must vanish in the above

R - RG) =]

= 2¢ + 0@,

expression for arbitrary 5. We can apply Lemma 2.2.2 to the numerator of
the order ¢ term and deduce that y must satisfy equation (5.1). Since y € 87,
the constant A must be an eigenvalue. Any extremal for R must therefore be
a nontrivial sclution to the Sturm-Liouville problem.

If A\, is an eigenvalue for the problem and w,, is a corresponding eigen-
function, then the calculation in the proof of Theorem 5.2.1 can be used to
show that

I (yn)

Since A 1s minimum at 4 and A Is the corresponding elgenvalue we have that
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for all eigenvalues. Therefore we have A = Aq. O

Generally, the eigenvalues (and hence eigenfunctions) for a Sturm-Liouville
problem cannot be determined explicitly. Bounds for the first eigenvalue, how-
ever, can be obtained using the Rayleigh quotient. Upper bounds for A can
be readily obtained since Ay is a minimum value: for any function ¢ ¢ 5 we
have

R(¢) = A, (5.16)

so that an upper bound can be derived by using any function in 5'. Lower
bounds require a bit more work.

To get a lower bound, the strategy 1s to construct a comparison problem
that can be solved explicitly, the first eigenvalue A; of which is guaranteed
to be no greater than Ay. To construct a comparison problem, we make the
following simple observations.

(a) Let € Clxg,x1] be any function such that p(z) > #{(z) > 0 for all

x € [z, 71], and let § € CP[xg, z1] be any function such that g(x) > g(z)
for all z € [z¢,21]. Then, for

_ L1
J@) = / (3 + @) d,

o]

we have

J(y) < J ().
(b) Let 7 € C%xzg,x41] be any function such that #(z) > r(z) > 0 for all
x € [zo,x1]. Then, for

o
I(y) = f 7y dx

0

we have
I(y) > I(y).
If we choose B, 7, and 7 as above, then
; @ _ I
R(y) = Tto) < T = Ry),
and hence B
A < AL (5.17)

Inequality (5.17) is useful only if we can determine A; explicitly. We have
considerable freedom, however, in our cheices for 7, 7, and 7, and the simplest
choice Is when these functions are constants; 1.e.,

#(z) = min  p(z) = pm,

2C[zo,21]
g(z) = Lo 9(z) = gm,
() = max r(x) = 1.

zE(zo,21]
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For this choice, the differential equation is
(—Pnt) + gmy — Arary = 0;

le.,

1
T e— ()\TM — gm) y =0. (5.18)

ke
The solution of equation (5.18) subject to boundary conditions (5.4) follows
essentlally along the same lines as that given in Example 5.1.1. The eigenvalues

for this problem are
- 1 D2 >
T ((590 —zp

We thus get the lower bound

5 1 P2
AM=— "= m | < AL 5.19
1 ot ((1011)2+q >_ 1 { )

Example 5.2.1: Mathieu’s Equation
Let p(z) = r(z) = 1, and g(z) = 2@ cos(2z), where # € R is a constant. Let
zo = 0 and x1 = . For this choice of functions equation (5.1} is equivalent to

Yy (A —20cos(2z))y =0, (5.20)
and the boundary conditions are
5(0) = y(m) =0, (5.21)

The expression (5.20) is called Mathieuw’s equation, and its sclutions have
been investigated in depth (cf. McLachlan [52] and Whittaker and Watson
[T4]). If & = 0, then the problem reduces to that studied in Example 5.1.1. If
& # 0, then the nontrivial solutions to this problem cannot be expressed in
closed form in terms of elementary functions. Indeed, this problem defines a
new class of functions {se,} called Mathieu functions,* that correspond to
the eigenfunctions of the problem. The determination of the eigenvalues for
this problem Is a more complicated affair compared to the simple problem of
Example 5.1.1. Briefly, it can be shown that the first eigenvalue Ay and the
corresponding eigenfunction se; are given asymptotically by
1 . 1

_ 1 2 - 4 11 5 5
M=1—6— o8 8 — bt 601 O), (5.22)

and

* The notation se. is an abbreviation for “sine-elliptic.” There are also “cosine-
elliptic” Mathieu functions ce,.
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ser(z) = sin{z) — 19 sin(3z) + 61—492 (sin(Ss':) + %sin(.ﬁz))

512 9 18
+ 0",

_ Ly (1 sin(3z) + = sin(52) + — sin(?z))

for |8] small {cf. McLachlan, op. cit. p. 10-14).

In contrast, a rough lower bound for A; can be readily gleaned from in-
equality (5.19). Suppose that 8 > 0, and let py, = rar = 1, g = —26 <
28 cos(2x). Inequality (5.19) then implies

126 < ). (5.23)

Given the asymptotic expression (5.22), if 4 > 0 is small then the lower bound
(5.23) can be verified directly. But inequality (5.23) is also valid for & large,
and this is not so obvious.

Note that if 8 < 0, we cannot use g, = 2 in our comparizson problem
gince —2¢ > 28 cos(2z) for = € [zy,z1]. For this case we can use g,,, = 26 and
thus get the lower bound

1428 < Aq.

Exercises 5.2:

1. Mathieu’s equation (5.20) can have a first eigenvalue A1 that is negative
depending on the constant. 8. Write out the Rayleigh quotient for Math-
ieu’s equation. Now, ¢ = sin(z) is in the space §’. Use this function and
inequality (5.16) to get an upper bound for Ay, and show that Ay < 0
whenever # > 1. Compare this with expression (5.22). (For the choice
8 = 5 the value of A1 is given in table 5.1 at the end of Section 5.3.)

2. Halm’s equation is

1+=z )2 Y'{(2) + Ay(z) = 0.

Under the boundary conditions v(0) = y(v) = 0, find a lower bound for
A1
3. The Titchmarsh equation is

y'(@) + (A 2 (z) =0,

where n is a nonnegative integer. Under the boundary conditions y{0} =
y(1) = 0 show that the first eigenvalue A satisfies 72 < Ay < 11. (The
function ¢ = z(z — 1) can be used to get the upper bound.)
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5.3 Higher Eigenvalues

The Rayleigh quotient can be used to frame a varlational characterization of
higher eigenvalues. The eigenfunctions for the Sturm-Liouville problem are
mutually orthogonal, and this relationship can be exploited to give such a
characterization. For example, it can be shown that the eigenvalue A, corre-
sponds to the minimum of R among functions in ¥ € S that also satisfy the
orthogonality condition

(¥, 1) =0,

where 11 is an eigenfunction corresponding to A1. More generally, we have the
following result the proof of which we omit.

Theorem 5.3.1 Let vy, denote the eigenfunction associated with the eigen-
value A, and let 5, be the set of functions y € 5" such that

(v, vx) =0 (5.24)

for k=1,2,...,n—1, Then
An = min R(y). 5.25
min R(y) (5.25)

The above thecrem is of limited practical value because, in general, the
eigenvalues Aq,..., A,_1 and corresponding eigenfunction ¥1,. .., ¥n_1 are not
known explicitly. Constraints such as (5.24) require precise knowledge of the
elgenfunctions as opposed to approximations. Fortunately, we can characterize
higher eigenvalues with a “max-min” type principle invelving the Rayleigh
quotient, and circumvent the problem of finding elgenfunctions. The next
results we state without proof. Some details can be found in Wan op. cit., p.
284, and in Courant and Hilbert op. cit., p. 406.

Lemma 5.3.2 Let #1,..., 2,1 be any functions in 8" and let N, be the min-
imum of R subject to the n — 1 constraints
{y,26) =0,

wherek =1,...n—1. Then
A < Ay

Lemma 5.3.2 is a key result used to establish the following “max-min” prin-
ciple for higher eigenvalues.

Theorem 5.3.3 Let (2,1 be the set of all functions g = (z1,...,2,_1) such
that z, € 5" fork=1,...,n— 1. Then

A= max {Aa(2)},
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where

An(z) = ;rég%{R(y) Hy,ze) =0, k=1,...,n—1}

The “max-min” property of eigenvalues can be exploited to get a simple
asymptotic estimate of the elgenvalues A, as n — cc. Note that the problem

(') +qy — Ary =0,

y(0) = y(7) =0,
can be converted into the problem
¢ (1) — F(1)p(t) + Ap(t) =0, (5.26)
#(0) = $(0) = 0, (5.27)

by the transformation

¢—#@htjﬁdgg@,ﬂi£ ggﬁ.

Here, the function f is given by

i
F=%L+
g

=D

b

where ¢ = #rp. We can thus restrict our attention to the problem (5.28),
(5.27).% The Rayleigh quotient for this problem is

J
R@) =5
where .
ﬂ@zﬁ(ﬁ”ﬁﬁwﬁﬁ

and ;

1) = [ ¢

Let,

k= e |£ )1, (5.28)

and

5 This formulation is called the Liouville normal form of the problem. Details
on this transformation and extensions to more general intervals can be found in
Birkhoff and Rota [9], p. 320.



5.3 Higher Figenvalues 117

£
T = [ (64 k) at

GRS
(9 = f (47— ke?) dt
1) =
Then,
Rt(¢) = f‘f;?;dt + k,
R (6) = fffﬁ:)dt —k,

and, since JT($) > J(¢$) = J=(¢),
Rt(¢) > R(d) = R (¢);

R(¢) — R($)| < b, (5.29)
where f‘?

_ o @t

O (5.30)

The Rayleigh quotient defined by equation (5.30) is associated with the
Sturm-Licuville problem

&+ A =0, (5.31)
$(0) = ¢(8) =0, (5.32)
and the eigenvalues for this problem are given by
< nim?
Ap = e (5.33)

Inequality (5.29) indicates that R(¢) can differ from R(¢) by no more than
+k. By the “max-min” principle for higher eigenvalues we see that A, and A,
can differ by no more than =% and thus deduce the asymptotic relation

n?r?

A”:g’—Q

+0O(1), (5.34)
ags n — oo. The function f influences only the (1) term (a term that is
bounded as n — o0); A, is approximately n?n?/¢? for large values of n. If we
return back to the original problem, the relation (5.34) can be recast ag
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nn®  An

11 =5790
2 4 2.009
3 9 0236
4 16 16.648
5 25 25511
6 36 36.359

Table 5.1. Eigenvalues for Mathieu’s equation, 8 = 5

— p2p2 T frix) r - .

Ap, = {/0 ”p(z)d } +O(1); (5.35)
L i@
nlgrgo S {/{; () d } . (5.36)

Note that g does not influence the leading order behaviour for the asymptotic
distribution of elgenvalues.

Equation (5.35), for example, predicts that the higher eigenvalues for
Mathieu’s equation (Example 5.2.1) are

le.,

A = n? +0(1), (5.37)

as n — co. In fact, the approximation is not “too bad” for & small even with
n small (cf. Table 5.1).

In closing, we note that the results of this chapter can be extended for
the general Sturm-Liouville boundary conditions (5.2). Some extensions can
also be made to cope with singular Sturm-Liouville problems. The reader is
directed to Courant and Hilbert, op. cit. Chapter 5, for a fuller discussion and
a wealth of examples from mathematical physics.

Exercises 5.3:

1. For Mathieu’s equation (5.20) show that |\, — n?| < 24 for all n.
2. Determine a constant A such that for Halm’s equation (Exercise 5.2-2)

An = Ar? + O(1).

Derive a number M such that [A,, — An?| < M for all n.
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Holonomic and Nonholonomic Constraints

6.1 Holonomic Constraints

1 constraint is a condition of the form

g(t,a) =0, (6.1)

A holonomic

where 4 = (g1,92,...,94), n 2 2, and g is a given function. In contrast, a
nonholonomic constraint? is a condition of the form

g(t,q,q) =0.

The analysis underlying variational problems with holonomic constraints is
noticeably simpler than that for problems with nonholonomic constraints. In
this section we focus on holonomic constraints and postpone our discussion
of nonholonomic constraints until the next section. For simplicity we consider
the simplest case when n = 2.

Let J be a functional of the form

J(a) — /z L a6,

0

and suppose that J has an extremum at ¢f subject to the boundary conditions
aite) = do, q(t1) = q1, and the condition (6.1). For consistency we require
that g{to, o) = 0 and g(t1,a1) = 0. We assume that L and g are smooth
functions. We also make the assumption that

! The curious name for this type of constraint stems from the Greek word holos
meaning whole or entire. In this context holonomic means “integrable.” This type
of constraint is also called “finite.”

2 Some authors use this term specifically to identify constraints that are not in-
tegrable, i.e., cannot be reduced to a holonomic condition. For our purposes we
simply call any constraint involving derivatives nonholonomic.
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dg 39>
Vo= (2 9 40 6.2
q (391 Bas # (6.2)

for the extremal q in the interval [tg, t1]. Given that Vg # 0, we could (at least
in principle} solve equation (6.1) for one of the gx.> We could thus apply the
constraint iImmediately and reduce the problem to an unconstrained problem
involving a single dependent variable. This approach, however, is fraught with
the same problems as its finite-dimensional analogue discussed in Section 4.1.
Fortunately, the Lagrange multiplier technique can be adapted to cope with
these types of problems.

We seck a necessary condition on ¢ for J(q) to be an extremum. As before,
we perturb ¢ to get some nearby curve §§ = q + en and use the condition
J(q) — J(q) = O(€?) to get a necessary condition. We assume that the g3
are in C?[tg,t1] for k = 1,2. A function § = (41, ¢2) is called an allowable
variation for the problem if ¢y € C2[to,t1], q(to) = qo, 4(t1) = qi, and
g(t, (Al) =0

Our first concern is whether there are any allowable variations (apart from
the trivial one ¢ = ). As with the isoperimetric problem, there may be rigid
extremals. Let 7 = (11, 72). The conditions on an allowable variation require
that the 7, be in the set C2[to, #1] and that n(ts) = n(t1) = 0. In addition, we
must also have that g{t,q + en) = 0. Now, q is a fixed function and Vg # 0
at (t,q) for ¢ € [tp, t1]. Suppose for definiteness and simplicity that

Jg

el (6.3)

for all £ € [#g, t1]. Then the implicit function theorem implies that the equation
g(t,q +en) = 0 can be solved for mnp in terms of 7 and e, provided |e| is
sufficiently small. The smoothness of the derivatives of ¢ also ensures that
ne is in the set C2[tg,t1]. We can thus regard # as an arbitrary function
in C2[tg,t1] such that n1(to) = m(t1) = 0, and 72 as the solution to the
equation g{t,q+ en) = 0. The implicit function theorem guarantees a unique
solution to this equation. In particular, we know that at ¢ = t; we have
mto) = 0 and that (¢9,qq) is the solution to g{ig,dqo + er) = 0; hence,
n2(to) = 0. A similar argument can be framed to show that ne(t1) = 0.
Thus we always have nontrivial allowable variations provided condition (6.3)
iz satisfied. This condition can be relaxed to condition (6.2), but we do not
pursue this generalization.

Suppose that § is an allowable variation. Since J is stationary at «, the
condition J(¢) — J(q) = O(e?) leads to the equation

(/oL d AL oL  d oL
—_—— + === dt = 0. 6.4
/;0 { (8(;1 dzr ('“)91) G (592 dx 8q2> ng} (6.4)
We cannot proceed as in Section 3.2 to deduce the Euler-Lagrange equations

from the above expression because 72 cannot be varied independently of nq:

¥ We can use the implicit function theorem to assert the existence of such solutions.
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these functions are connected by the constraint (6.1). Suppose that we choose
gome smooth but arbitrary function 7y that satisfies the boundary conditions.
The implicit function theorem indicates that for |e| small there is a solution 79
to the equation g(¢,q) = 0, that depends on ¢ and ;. For a fixed but arbitrary
11 we can thus regard mnp as a function of ¢. Moreover, the implicit function
theorem implies that, for |e| sufficiently small, 75 is a smooth function of e.
Now g(t, ) =0, and thus

d . ~ dg dg
g I =g, ot g =0 (6.5)
(The term containing dns/de vanishes at € = 0.) Equations (6.3) and (6.5)

therefore imply that
fg
a
n = — %;. (6.6)
Bgz
The function L is assumed to be smooth; therefore, for any smooth function

¢f the term
d L  OL

T drdg O
is a continuous function of ¢. Since dg/dgs is also a continuous function of ¢
and nonzero there exists a function A such that
dg

P

Ea (L)

Bo(L) = A(t) (6.7)

Naturally, the function A depends on q.
We return now to equation (6.4). The 72 term in the integral can be
eliminated using equations (6.6) and (6.7). Specifically,

[ oy, (om0,
o \\ag dtag )™ b dtog) ™
1 AL d dL dq
- it PR V) S P
fto {(aql dté’m)m ()692”2}

AL d 0L dq
oL O A
/;O (39‘1 dt dgqy A )391> n

0.

We can now apply Lemma 2.2.2 and thus deduce that

AL d AL dg
— — —— 4+ A = =0 6.8
7 @tog Wy (6.8)

Equations (6.7) and (6.8) provide two differential equations for the three
unknown functions g1, gz, and A. The constraint (6.1) provides the third equa-
tion. The function A is also called a Lagrange multiplier. Equations (6.7) and
(6.8) can be written in the compact form
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dor_or_, o
dt Oq, O
where K = 1,2, and ¥ = L — Ag.

The derivation of equations (6.9) has the merit of simplicity, yet it seems
disappeintingly narrow. The Lagrange multiplier has a tractable geometrical
interpretation In finite-dimensional problems and even in the isoperimetric
problem. Here, the approach seems somewhat destitute of geometry. In fact,
there Is a satisfactory geometrical interpretation available, but it requires cer-
tain concepts from differential geometry such as fibre bundles that would lead
us astray from an introductory account. The reader is referred to Giaquinta
and Hildebrandt [32] for a geometry-based proof of the Lagrange multiplier
technique.

In summary, we have the following necessary condition.

Theorem 6.1.1 Suppose that q = {(q1,92) s a smooth extremal for the func-
tional J subject to the holonomic constraint g(t,q) = 0, and that Vg(t,q) £ 0
for t € [tg,t1]. Then there exists a function A of ¢ such that q satisfies the
Fuler-Lagrange equations (6.9).

Example 6.1.1: Let

/2
(@) :/ AR =141,
0

and
g(t,a) = |gf* — 1.

Find the extremals for J subject to the constraint g(#, ) = 0 and the bound-
ary conditions q(0) = (1,0) and q(x/2) = (0,1).
For this problem

F=]aP+1-a@ (o -1),

and the Euler-Lagrange equations are

d 41

S ) g =0,
dt ( 4l + 1) (O

d g2

2} oty =0
dt ( [al® - 1) (Ve

Since the constraint requires that |g|? = 1, we can use the substitution
g1(t) = cosd(t), g=(t) =sing(2).

Now g1 = —¢sind, go = dcosd, and hence q? = #2. The Euler-Lagrange
equations in terms of ¢ are
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d dsind
— | === +2A{t)cos ¢ =0,
W\ 1
d dcosd

—2A(#)sing =0,
dt fq'sg 1

and eliminating the function A yields the equation

sin qﬁi $sing + cos qzﬁi poos ¢

dt /q'52+1 dt fq'SQJrl

Integrating the left-hand side of the above equation by parts gives the relation

=0.

D pomst
——= const.;
Vo4 1
le., )
¢ =co

for some constant cy. We thus have that
qzﬁ(t) = Cot + c1,

where ¢; 1s another constant of integration. The general solution of the Euler-
Lagrange equation for the extremal ¢ is therefore

g1(t) = cos(ept + 1),
g2(t) = sin(cot + 1) .

The boundary condition ¢(0Q) = (1,0) indicates that ¢y = 2nx for some integer
n. The boundary condition q{7/2) = (0,1) implies that ¢y = 4m + 1 for some
integer m. The extremal is thus given by

q(?) = (cos(¢),sin{?)},

for t € [0,7/2]. Note that Vg = (—sin(t),cos(t)) # 0 for all t £ R.

Example 6.1.2: Simple Pendulum

The parametric equations for the motion of a simple pendulum of mass m and
length £ can be derived using Lagrange multipliers. Let q(t) = (41(2),42(¢))
denote the position of the pendulum at time t. Here we assoclate gz with the
vertical component of position. The motion of the pendulum from time #; to
time ?7 1s such that the functional
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131
e,
@ = [ (P + oa) dt
to 2
is an extremum subject to the condition®

gi+ (-0 - =0 (6.10)

Here, the term m/2|¢|? is the kinetic energy and the term gge, where g is the
gravitation constant, is the potential energy. The Euler-Lagrange equations
for the motion of a pendulum are thus

1+ 2MHa =0,
2 — g+ 2A(#) (g2 — £) = 0.

The method outlined in this section can be generalized In some obvious
ways as was done for the isoperimetric problem. For example, we could in-
clude functionals depending on higher-order derivatives, multiple holonomic
constraints, or functionals depending on n dependent variables, n > 2. We do
not pursue these generalizations. The reader is referred to the literature {[12],
[21], [27], [31], [32]) for details on these generalizations.

We close this section with a derivation of the equations for geodesics on a
surface defined implicitly by g(z,y,s) = 0.

Example 6.1.3: Geodesics Let ¢ be a smooth function of the variables
z,y,2. If Vg £ 0, then an equation of the form

gz, y,2) =0 (6.11)

describes a surface implicitly. For example, if g{z,y,2) = 22 + 2 + 22 — 1,
then equation (6.11) describes a sphere of radius 1 centred at the origin.

A general space curve v of finite length iz described (at least locally) by
parametric equations of the form

r(t) = (z(t), y(t)=(1), (6.12)

where ¢ € [{p, t1]. The arclength of v is

T(z,y,2) = 1 ()| dt

Q
t1
— /¢ l2 + y.fQ + 22t
to

* For the connoisseur of technical terms, constraints that do not involve time explic-
itly are called scleronomic in mechanics. Constraints that involve time explicitly
are called rheonomic. Condition (6.10) can thus be called a scleronomic holo-
nomic constraint. Need we say more?
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Let X denote the surface described by equation (6.11) and let Py and Py be
two distinct points on Y. A geodesic on X from Py to P4 is a curve on X
with endpoints Py and Py such that the arclength is stationary. Assuming
that such a curve can be represented by a (single) parametric function of the
form (6.11) with r(to) = Po and r(#1) = P1, a geodesic iz thus a curve such
that the functional ./ is stationary subject to the constraint (6.11). Let

=2 f yIQ + 22— )\(t)g(l‘, y,Z)-

The (smooth) geodesics on X' must therefore satisfy the Euler-Lagrange equa-
tions

’
d T e,
dt /$12+y!2+212 o

;
d v )\(t)clg -0,
dt .\/m Ay

'
[ SN "
dt (22 42 4 22 Az

Exercises 6.1:

1. Geodesics on a Cylinder: The equation g(z,y,z) =22 +3%> -1 =10
defines a right circular cylinder. Use the multiplier rule to show that the
geodesics on the cylinder are helices.

2. Catenary on a Cylinder: Let

a1
J(q) = f g/ + B + a2,
to

and
gl =qf +a5 — L.

Find the extremals for JJ subject to the constraint g{q) = 0 and boundary
conditions of the form q(tp) = g9, a{t1) = qi.

6.2 Nonholonomic Constraints
In this section we discuss variational problems that have nonhelonomic con-

straints. These problems are also called Lagrange problems. The Lagrange
problem thus consists of determining the extrema for functionals of the form
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J(aq) = fl L{t, q, q) dt, (6.13)

to

subject to the boundary conditions

q(te) = qo, qlt1) =, (6.14)

and a condition of the form

g(t,q,q) =0. (6.15)

It is clear that Lagrange problems include problems with holonomic con-
gtraints as a special case, but not every constraint of the form (6.15) can
be integrated to yleld a holonomic constraint. For example, suppose n = 3
and

g(t,q,q) = P{d)g1 + Q(d)g2 + R(a)gs = 0. (6.16)

Then it is well known that this equation is integrable only if
aQ R dR  OF aF  aQ )
Pl ——_—]+ — - +R — | =0 6.17
(3613 592) Y (39‘1 593) ( ( )

dg2 O
(ef. [61], p. 140), and hence the constraint (6.16) can be converted into a
holonomic one only for certain functions P, ), E. For quasilinear nonholo-
nomic constraints such ag (6.16) the dimension n is crucial. If n = 2 and the
constraint is of the form

Pl@)ir+ Q)g =0

then, in principle, this constraint can be reduced to a holonomic condition.
For example, assuming Q(q) # 0, we could recast the above constraint as an
ordinary differential equation

dgr __ Pla)
dgy Qa)’

and appeal to Picard’s theorem to assert the existence of a solution g2(q1)
to this differential equation. If n > 2, then condition (6.17) iz not generically
satisfied for P,Q), R and hence the condition is not integrable.

Isoperimetric problems can also be converted into Lagrange problems. Sup-
pose that the isoperimetric condition

I(q) = /:1 glt,q,q)dt =4 (6.18)

0

is prescribed, where g = (¢1,...,4,). We can introduce a new variable g, 4
defined by
’jn«l»l = g(tr q, q) = 07 (619)
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along with any boundary conditions gy, 11 (¢0), ¢:-1(¢1) such that

Gni1(t1) — qny1(to) = £. (6.20)

In this manner we can recast the isoperimetric problem as a Lagrange problem.

Problems that contain derivatives of order two or higher in the integrand
can also be regarded as Lagrange problems. For instance, consider a basic
variational problem that involves a functional of the form

51
J(y) :/ S,y o) d.
eda)

In the neotation of this section, let t = z, g1 = v, g2 = ¥/, and introduce the
congtraint

g1— g2 =10
This reformulation leads to a functional of the form {6.13} along with the
above nonholonomic constraint.

The theory behind the Lagrange problem is well developed for problems
involving one independent variable,® but the proof of the Lagrange multiplier
rule for nonholonomic constraints is more complicated than that for isoperi-
metric or holonomic constraints. In addition, the application of the rule itself
is awkward owing to the condition for an extremal to be normal. Some of
the difficulties that surround the Lagrange problem concern the possibility of
rigid extremals. Consider, for instance, the problem of finding extremals for

the functional J defined by

1
J(y):/ g1/ 1+ g3 dt,
&

0

subject to the constraint
g(t,a,4) = +45 =0,

and the boundary conditions q(to) = qo, (1) = 1. The only (real) sclution
to the constralnt equation Is g1 = ¢z = 0, so that g, and g3 are constant
functions. If q(t0) # qt1) then there are no solutions that meet the constraint
and the boundary conditions. If q{ty) = q(¢;}, then the only solution to the
constraint equation that satisfies the boundary conditions is q = q(%y), and
in this cage J{q) = ¢1(0)(#1 — to). In short, there are no arbitrary variations
avallable for this problem because only one function satisfies the constraint
and the boundary conditions.

In the remainder of this section we present without proof the Lagrange
multiplier rule for nonhclonomic constraints and limit our discussion to the

5 The Lagrange problem for several independent variables is less complete {cf. Gi-
aquinta and Hildebrandt [32]).
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simplest cases and examples. Fuller accounts of the Lagrange problem resplen-
dent with gory details can be found in [10], [12], [21], and [63].

We begin first with a general multiplier rule that includes the abnormal
case.

Theorem 6.2.1  Let J be the functional defined by (6.13), where q =
(g15--.,9x) and L is a smooth function of t,q, and {. Suppose that J has
an extremum at q € C%[tg, 1] subject to the boundary conditions (6.14) and
the constraint (6.15), where g i5 a smooth function of t,q, and ¢ such that
0g/04; # 0 for some j, 1 < j < n. Then there exists o constant Ay and o
Junetion A () not both zere such that for

K(ta q, Q) - )\OL(ta q, Q) - )\1 (t)g(ta q, q)a
q s a solution to the system

d oK 0K
_— — — =0 6.21
384, Oa (6.21)

where k =1,...,n.

The above result includes the abnormal case, which corresponds to Ay = 0.
In this case the function A; is not identically zero on the interval [#g, t;], and
equation (6.21) implies that

d dg dg
a (Aa%) ) (6.22)

for £ = 1,...,n. We thus see that if q is an extremal for the problem with
Ag = 0 then Ay must be a nonérivial solution to (6.22). The existence of a non-
trivial solution A1 thus characterizes the abnormal case. A smooth extremal
g is thus called abnormal if there exists a nontrivial scolution to system
(6.22); otherwise, it is called normal. We have the following result for normal
extremals.

Theorem 6.2.2 Let J, q, L, and g be as in Theorem 6.2.1. If q is a normal
extremal then there exists a function A1 such that  is a solution to the system

d aF  ar
i~ o~ 629

where
F(t,q,q) = L{t,q,q) — M(Halt, q,9).
Moreover, A1 is uniquely determined by q.

Note that, unlike the other constrained problems, the differential equations
(6.23) will contain the term A;; moreover, the condition (6.15) is a differen-
tial equation, so that solving problems with nonholonomic constraints entails
solving a system of n + 1 differential equations.
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Example 6.2.1: Let

s [

to

Find the extremals for J subject to the boundary conditions (6.14) and the
constraint

g{t,a,4) = g1+ @1+ g2 = 0. (6.24)

Usually, the practical approach to constrained problems is to first identify
the candidates for extremals and then study whether the problem is in fact
normal, l.e., proceed under the assumption that the problem is normal. For
this simple problem, however, we can deduce readily that any extremals to
the problem must be normal. Specifically, equation (6.22) for k& = 2 gives

a
Al(t)a—qg? =A1(t) =0,

which has only the trivial sclution. We thus know In advance that we have
only normal extremals.

Let,
Ft,q,d) =d; + a5 — M) (d1+ a1 +q2) -

Theorem 6.2.2 shows that if ¢ Is an extremal then it must satisfy the following
system,

AM—AM+20 =0
)\1*2@‘2:0.

These equations and the constraint (6.24) imply
g1— 201 =0

le.,

g1 = kisinh (\/ﬁt) + kgcosh(ﬁt) ,

where k; and ks are constants. Hence,
go = — (kl ¥ @«/ﬁ) sinh(\/it) - (k1«/§+ ]’62) cosh(\/it) ,

and

A= -2 ((iﬁ n kgﬁ)sinh(ﬁt) . (Jm/i+ kz)cosh(ﬁt)) _
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Example 6.2.2: Catenary

Let us revisit the catenary problem, but this time as a Lagrange problem.
Suppose that the length of the cable is £ and the endpoints are given by
(zo,yo) and (z1,11), where

(z — 930)2 + (y— yo)2 < {2, (6.25)

The potential energy functional is given by

J(y)—foeyds,

where s denotes arclength. In order to ensure that s is arclength we need to
add the constraint
I!Q T le ~1=0

(cf. Section 1.2). Using the notation of this section, let g1 = 2, g2 = ¥, and
s = t. We thus seck an extremum for the functional

£
J(aq) = f g2 dt, (6.26)
0
subject to the constraint
gla) =4i+4d5—1=0, (6.27)
and the boundary conditions

q(0) = (zo, %), alf) = (z1, 1) (6.28)

We can show directly that any abnormal extremals to this problem must
be lines. Suppose that there is a nontrivial solution to equation {(6.22). Then
there are constants ¢; and ¢z such that

Mg = e,
Age = o
The constraint (6.27) implies that
M =,

and consequently ¢; and g must be linear functions of ¢. The boundary con-
ditions {(6.28) and the inequality (6.25), however, preclude linear solutions.
Let
F=go— M@ +4d3-1).

Equations (6.23) give

Wi = b, (6.29)
Wade = t+ ko, (6.30)
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where k1 and ks are constants. Equations {6.29}, (6.30), and the constraint

(6.27) thus give
1
A= 5\/% + (t 4+ k2)?;

g1 = sinh ™! (t+ kg) + ks

g2 = A/ K3+ (t + k)2 + Ky,

where k3 and k4 are constants. The familiar parametrization of the catenary
in terms of the hyperbolic cosine can thus be recovered from the above expres-
sions. Note that this problem is merely a reformulation of the isoperimetric
problem so that the comments concerning the satisfaction of the boundary
conditions {Kxample 4.2.1) still apply.

hence,

Exercises 6.2:

1. Let .
1
= [ i) o
to
and
g(t7Q7q) = tgl + 92 + g3 — 1.
Find the extremals for .J subject to the constraint g(t,¢,¢) = 0 and
boundary conditions of the form q(to) = qo, q(t1) = q;.
2. Let J be a functional of the form (6.13), where n = 3 and let g be of
the form (6.16). Suppose that there exists a function u(¢, ¢f) such that the
nonconstant extremals for the constrained problem satisfy

aon_on .o
dt b Ogp o i’

for k = 1,2, 3. Show that g must be integrable: 1.e., g must satisfy equation
(6.17).

6.3 Nonholonomic Constraints in Mechanics*

We digress briefly here to discuss the ticklish subject of nonholonomic con-
straints that occur In problems from classical mechanics. We must first set
the record straight concerning our use of the term “nonheolonomic.” The me-
chanics connoisseur 1s doubtless affronted by our slovenly use of this term
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as a label for any constraint given as a differential equation. From our per-
spective, it is a handy catch-all term for such constraints, and it has the
pleasing merit that we need not continually distinguish nonintegrable from
integrable constraints. Mathematically, Theorem 6.2.1 is valid for integrable
and nonintegrable constraints alike, so the distinction is not important. From
a mechanics perspective, however, the term Is always used In its pure sense:
a nonholonomic condition is a differential equation (or system of differential
equations) that iz net integrable. One cannot, even in principle, convert such
a constraint to a holonomic one without essentlally solving the problem first.
The distinction in mechanics is important not so much for mathematical rea-
sons, but for physical reasons: a more general variational principle is needed
to derive the equations of motion for problems with nonholonomic constraints
in mechanics.
Typically, nonholonomic conditions in mechanics are of the form

k(t 9, d) = Zagk(t )iy, (6.31)

i.e., linear in the generalized velocities. Such constraints arise, for example, as
“no slip” conditions for rolling objects. For instance, the problem of a penny
rolling on the horizontal zy-plane such that the disc is always vertical has
constraints of the form

& —asinbp =0,
g)—i—acos@qa'ﬁ =0,

where a is a constant, & is the angle between the axis of the disc and the
z-axls, and ¢ Is the angle of rotation about the disc axis. A constraint of this
form cannot be reduced to a holonomic cne.

Given the prominence of nonholonomic constraints in mechanics, the
reader might wonder why we have studicusly avolded them in the previcus
section. The direct answer is that the “no frills” version of Hamilton’s Prin-
ciple given In Section 1.3 is generally not applicable to these problems. The
appropriate principle for these problems is d’Alembert’s Principle, which
gtates that the total virtual work of the forces is zero for all (reversible) vari-
ations that satisfy the given kinematical conditions. Here, the forces include
impressed forces along with inertial forces (forces resulting from a mass in
accelerated motion).

Loosely speaking, we can think of d’Alembert’s Principle as the condition
6L = 0. Hamilton’s Principle comes from d’Alembert’s Principle by integra-
tlon with respect to time. For holonomic problems we have

Ty t1
f SLdt—6 f Ldt,
to to

but, as Pars [59] (p. 528) points out, for nonholonomic problems
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Ty t1
/6Ldt7é6f Ldt, (6.32)
%

0 to

in general.
For nonholonomic problems with m constraints of the form (6.31) d’Alembert’s
Principle yields equations of the form

d dL  JL
i e E Qlag; (¢ 6.33
dt BQ’J BQ‘,}" kzl,uk( )akj( ’q)7 ( )

where L is the (unmodified) Lagrangian, i.e., T' — V', and the functions p
are multipliers to be determined along with g using the n Euler-Lagrange
equations and the m differential equations (6.31). In general, the system (6.33)
is not equivalent to the Euler-Lagrange equations of Theorem 6.2.1 using the
modified Lagrangian L — (A1g1 4+ + Amgm), because this approach assumes
that Hamilton’s Principle is valid. Pars (loc. cit.) gives an insightful discussion
of Hamilton’s Principle as it relates to nonheclonomic problems and gives a
simple concrete example to illustrate relation (6.32). The rolling penny and
other nonholonomic problems are treated in detail by Pars (op. cit.), Webster
[72], and Whittaker [73].

There appear to be divergent. streams of thought regarding the role of
Hamilton’s Principle in nonheolonomic problems. Goldstein [35] and others
maintain that Hamilton’s Principle can be extended to cover nonholonomic
problems; Rund [63] states that such a principle is not applicable to nonholo-
nomic problems. The confusion of opinion on this matter is in no small part
due to different interpretations of Hamilton’s Principle and the use of the term
nenholonomic. We end this section with the following quote from Goldstein
(op. cit., p. 49) that perhaps brings the real issue into perspective.

In view of the difficulties In formulating a variational principle for
nonholonomic systems, and the relative ease with which the equa-
tions of motion can be obtained directly, it is natural to question the
usefulness of the variational approach in this case.
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Problems with Variable Endpoints

7.1 Natural Boundary Conditions

The fixed endpoint variational problem entails finding the extremals for a
functional subject to a given set of boundary conditions. For a functional J
of the form

J(y) = /Il fla, v,y de (7.1)

these boundary conditions take the form y(zo) = o, ¥(x1) = y1, where yp and
71 are specified numbers. If the functional contains higher order derivatives,
then more boundary conditions are required. Variational problems arising in
physics and geometry, however, are not always accompanied by the appropri-
ate number of boundary conditions. For example, the shape of a cantilever
beam is such that the potential energy is minimum. At the clamped end of
the beam we have boundary conditions of the form y(0) = 0 and ¢'(0) = 0
reflecting the nature of the support. At the free end, however, there are no
conditions imposed on ¥. Indeed, it is part of the problem to determine y
and ¥’ at this end. Now, the differential equation describing the shape of the
beam is of fourth order, and four boundary conditions are thus required for
unigqueness. We expect a unique solution to the problem and hence there must
be some boundary data implicit in the variational formulation of the problem.
We discuss this problem further in Example 7.1.3.

One of the striking features of calculus of variations is that the methods
always supply exactly the right number of boundary conditions. There are
essentlally two types of boundary conditions. There are boundary conditions
that are imposed on the problem such as those at the clamped end of the beam,
and there are boundary conditions that arise from the variational process in
lieu of imposed conditions. The latter type of boundary condition is called a
natural boundary condition. Even if no boundary conditions are imposed, the
process takes care of itsell and, as we show, the condition that the functional
be stationary leads to precisely the correct number of boundary conditions
for the problem.



136 7 Problems with Variable Endpoints

y (%1, ¥1)
A (%1, y1 +0Cxp)
(%0, Yo + 0(x0)) y=yten

(Xg, ¥o)
}O(S)

»> X

Fig. 7.1.

Let J : C?[zg,x1] — R be a functional of the form (7.1), where f is
a smooth function. We consider the problem of determining the functions
y € C?[xp,x1] such that J has an extremum. No boundary conditions will be
imposed on . In this section, we derive a necessary condition for J to have
an extremum at .

Suppose that J has an extremum at 3. We can proceed as in Section 2.2
by considering the value of J at a “nearby” function #. Let

y=y+en,

where ¢ is a small parameter and n € C?[zg,x;]. Since no houndary conditions
are imposed, we do not require 5 to vanish at the endpoints (Figure 7.1).
Following the analysis of Section 2.2, the condition that J{(§) — J(y) be of
order €2 as ¢ — 0 leads to the condition

oooaf ,OFf )
N+, ) de=0
/xo ( Ay ay
(cf. equation (2.6)), and integrating the term containing i’ by parts gives the
condition of o of i 5f
xy
o il dmag) 0 "

"oy
For the fixed endpoint problem the term 5 8f/8y’ vanished at the endpoints
because n(xg) = n{z1) = 0. For the present problem this term does not vanish
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for all 5 under consideration. Nonetheless, equation (7.2) must be satisfied for
all n € C%[zg,71], and in particular the subclass H of functions that do
vanish at the endpoints. Since equation (7.2) must be satisfied for all n € H
the arguments of Section 2.2 apply and therefore

B S (7.3)

for any y at which J has an extremum. Equation (7.2) must be satisfied for
all 7 € C?[xq, x1], however, and this includes functions that do not vanish at
the endpoints; consequently, equations (7.2) and (7.3) imply that

of of

- 7.4
"5 e ay (7.4)

%o

for all n € C%[zg,71]. Now we can always find functions in C%[zq, 1] that
vanish at zg but not at z;. We must therefore have that

of

bl =0 (7.5)

Z1

Similarly, we can find functions that vanish at z; but not at zg. This obser-
vation leads to the condition

of

oyl = (7.6)

Z0

In summary, if J has an extremum at y € C?[zg, 1], and there are no
imposed boundary conditions, then v must satisfy the Euler-Lagrange equa-
tion (7.3) along with equations (7.53) and (7.6). Equations (7.3) and (7.6) are
relations involving y and its derivatives at the endpoints; L.e., they are bound-
ary conditions. Because these conditions arise in the variational formulation
of the problem and not from considerations outside the functional, they are
called natural boundary conditions.

The above process is completely “modular” in the sense that if boundary
conditions are imposed at each end, then the variational formulation requires
to vanish at the endpoints, and thus there are no natural boundary conditions.
If only one boundary condition is imposed at say zg, then n is required to
vanish at xg but not at x1; hence, the problem is supplemented by the natural
boundary condition (7.5). If no boundary conditions are imposed, then we
have both natural boundary conditions.

Example 7.1.1: Determine a function % such that the functional

- | Vet

is an extremum.
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Geometrically, the above problem corresponds to the problem of finding a
curve v with one endpoint on the line z = 0 and the other on the line z = 1
such that the arclength of + is an extremum. Intuitively, we see that any
function of the form y = const. will produce a curve of minimum arclength.
Let us see if the natural boundary conditions lead us to this conclusion.

Any extremal to the problem must satisfy the Euler-Lagrange equation
(7.3). From Example 2.2.1 we know that solutions of this equation are of the
form y = mzx + b, Le., line segments. No boundary conditions are imposed on
the problem and hence the natural boundary conditions (7.5) and (7.6) must
be satisfied. Now, for ¥ = mx 1 b,

of ¥y m
oy’ T+y2 V14 m?

so that the natural boundary conditions are satisfied only if m = 0. This
means that y = b, where there 1s no restriction on the value of the constant

b.

Example 7.1.2: Catenary
Suppose that we revisit the catenary problem but impose only one boundary
condition. We thus seek to find a function % such that the functional

J(y) :/ v/ 1+ y?dz

0]

is an extremum subject to the boundary condition ¥(0) =& = 0.
The general solution to the Euler-Lagrange equation for this functional
was determined in Example 2.3.3. Hence we know that % 1s of the form

T
ylz) = nﬂ:osh( + ng> ,
1
where #1 and g are constants. The boundary condition y(0) = A implies that

h = s1cosh{rsg).

No boundary condition has been imposed at = 1; consequently, y must
satisly the natural boundary condition {7.5). Therefore,
of y(1)y'(1)

= DTN
1 VTH R

Since A > 0, k1 # 0 and consequently y{1) # 0. We must therefore have that
¥ (1) =0; ie,

ay'

1
sinh(ﬁ— + r2) =10,
1
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a

Fig. 7.2.

so that xro = —1/K1. The extremal is thus

r — 1
y(x) = ricosh( ).
M1
Now the condition y(0) = A implies that
h& = cosh €,

where £ = 1/x7. The above equation has two solutions provided A is suffi-
ciently large (ctf. Figure 7.2).

['he natural boundary conditions for a functional involving higher-order
derivatives can be obtalned using arguments similar to those used 1n the
derivation of equations (7.5) and (7.6). For example, if J is of the form

/ flz,y,v,y") da

and no boundary conditions are imposed at xg and x7, then i1t can be shown
that any smooth extremal y must satisty the Kuler-Lagrange equation

2 af daf af

D | — U:. 7.7
dx< Oy’ dx Oy Oy (7.7)




140 7 Problems with Variable Endpoints

along with the condition

o af Ly d af  af
" dz dy" Ny’

By (7.8)

Zo

Equation (7.8) spawns the four boundary conditions

% =0, (7.9)
% =0, (7.10)
%gjl _ (% -0, (7.11)
%% _ % -0 (7.12)

for the fourth-order ordinary differential equation (7.7). The proof of these
assertions is left as an exercise.

Example 7.1.3: Weapply the aboveresults to the study of small deflections
of a beam of length € having uniform cross section under a load.! Let y :
[0,4] — R describe the shape of the beam and p: [0,4] — R be the load per
unit length on the beam. Assuming small deflections, the potential energy

from elastic forces is .
5
Vl = */ yl.ﬁ'Q dl‘,
2 /o

where & ig a nonzero constant. The potential energy from gravitational forces

18 ¢
Va :ff pydz.
0

The total potential energy is thus

J(y) = /Of (m’g& py) d.

The shape of the beam is such that J is a minimum; therefore, ¥ must satisfy
the Fuler-Lagrange equation (7.7), and this produces the equation

S () = 22) (7.13)

[

Equation (7.13) has the general solution

y(x) = P(z) + c32® + 2” + c12 + o, (7.14)

! This example is based on one given in Lanczos [48], p. 70.
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where P (3) = p(z)/x, and the s are constants of integration. The total
impressed force on the beam is

)
F= f plx) de,
0
and the differential equation (7.13) implies that
R (0~ "(0) = F (7.15)

The terms " (0) and y”'(£) can be interpreted as the reaction forces at # =0
and x = #, respectively, to keep the beam in equilibrium. The moment (torque)
produced by the impressed force is

£
M:f zp(x)dz,
0

and hence

2
M==x j ' (&) dz = & (L™ (0) — " () + o/ (0)). (7.16)

If we sum the moments at the £ = 0 end of the beam, the term 2y (¢} is
the moment produced by the reaction force at z = £, and the terms sy”(0)
and &y”(€) can be interpreted as the reaction moments at z = 0 and =z = £,
respectively.

Having made a physical interpretation of the higher derivatives of ¥ at
the endpoints, we now examine the problem under a variety of boundary
conditions corresponding to support systems for the beam.

Case I: Double Clamped Beam

Suppose that the heam is clamped at each end (figure 7.3). The beam is “fixed
in the wall” at each end so that at = 0 we have y(0) = ¢/ (0) = 0, and at z = ¢
we have y(£) = ¢/ ({) = 0. Here, there are four imposed boundary conditions.
All the allowable variations in this problem require that #(0) = #'{0) = 0 and
n(€) = /() = 0 so that no natural boundary conditions arise.

Case II: Cantilever Beam
Suppose that the beam is clamped at © = 0 (figure 7.4). Then the boundary
conditions y(0} = 3'{0) = 0 are imposed. No boundary conditions are im-
posed at the other end of the beam and, consequently, the natural boundary
conditions (7.10) and (7.12) must be satisfied.? Equation (7.10) yields the
relation

af

Oy lz—e B ﬁ,y”(lﬁ') =0

2 The assumption here is made that the unclamped endpoint of the beam still lies
on the line z = £ (small deflections).
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which states that the reaction moment at xz = £ is zero. Equation (7.12) gives
the condition

dx dy’ Oy

which states that the reaction force at x = £ is zero. In view of the nature of
the cantilever support, the natural boundary conditions reflect the physically
evident situation at z = £ required for equilibrium.

Case III: Simply Supported Beam

Suppose that the beam is pinned at the ends, but no restrictions are made
concerning the derivatives of ¥ at the endpoints {(figure 7.5). The imposed
boundary conditions are y(0) = 0 and y(#) = 0. No restrictions are made on
the values of n’ at the endpoints, and hence we have the natural boundary
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conditions (7.9) and (7.10). The natural boundary conditions are y"(0) = 0
and y7(¢) = 0; i.e., the reaction moments at each endpoint are zero.

Case IV: Unsupported Beam

Suppose that the beam is unsupported. Then there are no imposed boundary
conditions and we need all four natural boundary conditions. The natural
boundary conditions are ¥"{0) = 0, ¢"'(0) = 0, y”(£) = 0, and "' (¥) = 0.
These conditions state that the reaction force and moment at each end of the
beam are zero. Note that the boundary conditions also Imply

P /DE o(z) dz = 0, (7.17)

by equation (7.15), and

M= /0*? zp(r) de =0, (7.18)

by equation (7.16). But the function p(x) is prescribed and may or may not
satisly equations (7.17) and (7.18). The natural boundary conditions thus tell
us that the problem has a solution only if p is such that the total impressed
force and total impressed moment Is zero. Agaln, the natural boundary con-
ditions lead us to physically sensible requirements.

The unsupported beam affords a glimpse of a result known as the Fred-
holm alternative. The Fredholm alternative is usually encountered in the
context of integral equations, but it is a general result applicable to linear oper-
ators. Briefly, the major mathematical difference between Case [V and the ear-
lier cases is that the homogeneous equation y(®) {(z) = 0 with the given bound-
ary conditions has only the trivial sclution in the first three cases, whereas,
in the fourth case, there are nontrivial solutions of the form y(z) = c1z + ¢
available.? In particular, we have the nontrivial selutions Y7 = z and ¥ = 1.
The Fredholm alternative states that the original boundary-value problem will
have solutions only if p is orthogonal to both Y and ¥7; ie,

® In general, the Fredholm alternative is concerned with solutions to the adjoint of
the homogeneous equation. Here, the linear operator is self-adjoint. See Hochstadt
[39] or Kreyszig [46] for more details on the Fredholm alternative.
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¥4
(o) = | pla)dz =0

and

£
Y1, p0) = /; zp(r)dr = 0.

Exercises 7.1:

1. For the brachystochrone problem (Example 2.3.4), let 2o = 0, 27 = 1.
Given the condition y(0) = 1 show that the extremal satisfies the condition
y'(1) = 0 and find an implicit equation for y(1).

2. A simplified version of the Ramsey growth model in economics concerns
a functional of the form

L 2
J(M) = /0 e1 (eaM(t) — M'(t) — 5)° dt.

Here, J corresponds to the “total product,” M is the capital, and the
¢, are positive constants. The problem is to find the best use of capital
such that .J is minimized in a given planning period [0, 7. Now, the initial
capital M (0) = My is known, but the final capital M (1) is not prescribed.
Use the natural boundary conditions to find the extremal for J and the
final capital M(1").

3. Derive the natural boundary conditions (7.9) to (7.12) for functionals that
involve second-order derivatives.

4. Let q={q1,...,9,) and

131

T = [ Dta.ddr
E25)

Derive the natural boundary conditions that an extremal must satisfy if

neither q(to) nor ¢{#;1) are prescribed.

7.2 The General Case

In the last section we considered problems where perhaps no boundary condi-
tions are prescribed. Although the variations need not satisfy the same condi-
tions at the endpoints, the z codrdinates of the endpoints remained fixed {cf.
figure 7.1). Even this restriction is not suitable for certain variational prob-
lems. In this section we consider the general case where both the independent
and the dependent endpoint coordinates may be variable.

Let v : [zg,x1] — R be a smooth function that describes a curve v with
endpoints Pg = (zo,y0) and P1 = (z1,11), and let § : [#0,31] — R be
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(x1. y1)
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Fig. 7.6.
a smooth function that describes a curve ¥ with endpoints f’o = (%o,%0)

and P; = (1,%1) (figure 7.6). For the ensuing analysis we wish to compare
curves that are “close” to each other; however, the functions ¥ and # are not
necessarily defined on the same interval, and the norms discussed In Section
2.2 are not suitable. We can nonetheless extend the definitions of ¥ and %
go that they are defined over a common interval. Let p = min{zg, #¢} and
#1 = max{x1,f1}. Aswe are interested in small variations on y, we can extend
the functions ¥ and § to the common interval [#o,%1] using a Taylor series
approximation where necessary. For example, if g = ¢ and x, < Iy, then
we can extend the definition of y as follows,

N Y, if z € [z, x1]
v (z) = B / (z—2)* » T: %
y(z1) + (2 —z1)y' (1) + Ty (21), if z € (21, F4],

to get a function y* € C?[%g, ¥1]. We assume that all such extensions have
been made and retain the symbols v and 7. We define the distance between y
and v as

d(w, %) = lly— 9]l + [Po — Po| + [P1 — P4,

where [P — Pi| = /(s — 2102 + (& — 4% )2. Here, || - || is the norm defined
by
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Iyl = sup |y(z)l,
zE[E0,%1]
or
gl = sup |y(z)|+ sup [/ (2)],
rE[Fg,%1] 2C[%o,%1]

whichever is appropriate to the problem under consideration. Let J be a func-
tional of the form

y):/ 1J‘T(sﬂ,y,y’)ai’:r,

where f is a smooth function of z,y, and +/. The integration limits for this
functional now depend on the choice of function; e.g.,

&1
“:f Fla, 4, ) de.
Z0

Suppose that J is stationary at y. Briefly, this means that J () —J(y) = O(?)
whenever d(§,y) = O(e) as e — 0. Let
y=uyten,

where n € C?[%g,#,]. No conditions aside from this smoothness condition are
prescribed on 7, but the condition d(§, ) = O(¢) requires that the quantities
ZTr — ok and yr — yx be of order €. Let

Ty = xg + eXg,

Uk = Yk + €Yk,

for K =0,1. Then,

1O -6 = [ Fid M—/jﬁmﬁw

Zo

wy+eXy
:f f@@mmff.mWymm
a2 jids)

o+eXo
346Xy

f (et = fow ) des [ faindl)da

1
zo+eXo
7/‘ Fla,§,7) da.

z0
Using the arguments of Section 7.1 we have that
af = 1 af d af
dr = - d
[ i) ey de—enZE " [T (G0 L0
+0(e%),

and since ¢ is small
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w1 4eX1
f P i) de = Xy floyyy)| + 0@
ol 1
x3+eXo 5
/ P, dr = eXof(z,y,y) + O(E).
Zn Zo

We therefore have

Hf |z1 1 a d &
1996 =< fngt "+ [Ma(5 - L0
+ X1f(z, 5,9 N Xof(m,y,y’)‘m}
+O(e2). (7.19)

The variations at the endpoint (zg, yo) must satisfy the compatibility condi-
tion

4 = y(&o) = y(zo + e Xo) + en(zo + eXop)

=y +€Yp.
Since
y(zo + eXo) + en(zo + eXo) = ylzo) + e Xoy' (o)
+en(zo) + O(e%),
we have
n(we) = Yo — Xoy' (x0) + Ole). (7.20)
Similarly at the other endpoint
n(z1) = Y1 — Xay/(z1) + Ofe). (7.21)

Substituting relations {7.20% and (7.21) into equation (7.19) vields

. B af = 1 af d af
J(?J)J(y)ﬁ{ﬁay, EOJF/;O n(@ydm@y’) dz
of of
LR M
af of
+X; (f yay) . Xo (f yay) mo}
+O(62).

The functional J is stationary at y and therefore the terms of order € must be
zero for all variations in the above expression. We can always choose variations
such that Xy =Y, =0 (i.e., fixed endpoint variations). Arguing as in Section
7.1 we therefore deduce that v must satisfy the equation
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daf af
il (7.22)

In addition, ¥ must satisfy the endpoint condition
péy — Hox| =0, (7.23)
20

where

af

Ay’
H=1yp-f,

and for & = 0,1 we define the functions dy and dz as

dy(zr) = Yi,
dr{zy) = X,

Equation {7.23) is the starting point for more specialized problems. These
problems concern variations where the endpoints satisfy relations of the form

9. (o, yo, 1,71) = 0.

Evidently, no more than four such relations can be prescribed, since four equa-
tions would determine the endpoints (assuming the relations are functionally
independent). The fixed endpoint problem thus corresponds to the case where
four such relations are given. The natural boundary problems of the previous
section correspond to three {or two) such relations imposed on the problem.
For example, the case of one fixed endpoint, say (zg,vo), is characterized by
the three conditions xy = const., yy = const., and 1 = const. These equa-
tions are then supplemented by the natural boundary condition at (z1,%1) to
provide the fourth equation. In this problem only the variation dy at (21,71)
is arbitrary.
Typically, variational problems come with relations of the form

ax(zj,35) = 0, (7.24)

for 5 = 1,2 so that the endpoint variations of (zg, yg) are not linked to those of
(z1,¥1). In this case we can always include variations that leave one endpoint
fixed, and this leads to the two conditions

pdy — Héz| =0, (7.25)

Zo

poy — Héz| =0. (7.26)

31

In the next section we focus on variational problems with endpoint re-
lations of the form (7.24). Geometrically such relations correspond to the
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requirement that an endpoint {z, %) lie on the curve defined by the implicit
equation g(zg, yx) = 0.

It is worth noting that, in general, some relationship must be imposed
among the endpoints to get compatible boundary conditions. Otherwise, the
situation is much like the unsupported beam in the previous section. In par-
ticular, suppose that no relations are imposed on the endpoints. Certainly
equations (7.25) and (7.26) are satisfied, but since dz and dy are indepen-
dent and arbitrary at each endpoint we have that p = 0 and H = 0 at each
endpoint. Hence we have the boundary conditions

af
oy 0, (7.27)
=0 (7.28)

that must be satisfied at each endpoint. Since any extremal must also satisfy
the Fuler-Lagrange equation (7.22), the boundary conditions (7.27) imply

T4 8](‘
—dz =10 (7.29)
/:;O Ay
In addition, we know that
ai _ _of
dz Oz

(ef. Section 2.3); hence, the boundary conditions (7.28) alse give

€ af
— dxr = 0. 7.30
[£ o (7.30)

Equations (7.29) and (7.30) pose additional restrictions on y that are generally
not compatible with the FEuler-Lagrange equations. For instance, suppose that
f does not depend on = explicitly. Then we know that H = const. along any
extremal (Section 2.3). Since H = 0 at the endpoints we have that H = 0 for
all z and hence

9F

yay’_

The above relation implies that f must be of the form

flu ) = Aly)y.

Finally, we note that the above arguments can be extended to cope with
functionals that depend on several dependent variables. Let

=0.

J(a) = fl L{t, q,4) dt,

o]

where q = (g1, g2, ...,q) and L is a smooth function. If .J is stationary at g
then it can be shown that
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d 0L AL
fork=1,...,n, and
> prdgr — Hét =0 (7.32)
k=1

at the endpoints #; and ¢;. Here, the quantities pr and H are defined as

dL

PE = P = ;ka - L, (7.33)

and dgp, 67 are defined in a manner analogous to dy and dx.

Exercises 7.2:

1. Derive the endpoint compatibility condition analogous to (7.25) and (7.26)
for a functional of the form

Ty
J(y):f fla,y, v ") da.
zg

7.3 Transversality Conditions

Let J be a functional of the form
z
J(y) = / e, y,y) de,
zq

and consider the problem of finding smooth functions % such that J is sta-
tionary, at one end y(zo) = 4o, and at the other end y is required to lie on a
curve I described parametrically by

(&) = (zr(&),yr ), (7.34)

for £ € R. We know from Section 7.2 that any candidate for a solution to
this problem must be a solution to the Euler-Lagrange equation (7.22) that
passes through the point {xg,yp) and intersects the curve I' {figure 7.7). A
golution to this problem, however, will also have to satisfy equation (7.26),
and thizs may (and generally does) limit the choice of extremals. If we return
to the analysis of the previous section for this problem, we know that (zx;)
and #(z1) are related through equation (7.34); i.e., all variations must have
an endpoint on the curve I'. This means that we can assoclate the “virtual
displacement” dy at z = x; with dyp/d¢ and the “virtual displacement” éx
with dzp/d¢. Condition (7.26) thus becomes



7.3 Transversality Conditions 151

YA

r(&)=(xp &), yr &)

(xg: ¥o)
» X
Fig. 7.7
dyr drp

where p and H are evaluated at z = x1. In this framework we do not know a
priori what value to assign to z1, but we do know that the point (z1,¥(z1))
lies on the curve I'. If we know either z; or y(z1), then we would also know
at which value of £ to evaluate the derivatives in equation (7.35). We can
thus regard equation (7.35) as either an equation for £ or an equation for
z1. Geometrically, the vector (dzp/df, dyp/df) is a tangent vector on I'. If
v = (p, —H), we see that equation (7.35) corresponds to the condition that
v be orthogonal to the tangent vector. Equation (7.35) is sometimes called a
transversality condition.

Evidently, the above analysis can be readily extended to cope with the
problem of finding extrema for J when one endpoint Is required to be on a
curve Iy and the other endpoint on a curve I7. If the curve I is described by

(l'l_b (G-)ayfb (G-))a g < [0-010-1] and the curve Fl by (I.ﬂ (‘S)a Yy (g))a ‘S = [‘SO} gl]a
then

dypo CECL‘FO -
do Y7 Tdo H=0
(7.36)
dyn dﬂ:pl -
i D — Pz H =0

Example 7.3.1: Let

i
J(y):/ /14 y2dr,
0
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YA

(0, 0)

Fig. 7.8.

and consider the problem of finding the function(s) v for which J is stationary
gubject to the condition that y(0) = 0 and that (z1,y(z1)) lies on the curve

described by (7.34).

Geometrically, we are finding the distance of a plane curve I' from the
origin. The extremals for this problem will be line segments through the ori-

gin, and we seek among the segments that intersect I" the one for which the

arclength is an extremum (figure 7.8).
For this problem,

of Y
P=F755 =7
Ay 1+ y?
and
af
R
H=y By
2
— yi o 1+ y.fQ
1 +y!2
B 1
1+ y2 ’
We thus have
dyp 9/ dzp 1

—_ 4+ — =10
dg 1+ 42 T d& 1+ 42

le.,

(7.37)

(7.38)
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dzp dyr dy

(G ge) gy =o (7.39)
Geometrically, equation (7.39) implies that for a stationary value of .J, the
tangent to the extremal (i.e., the line segment) must be orthogonal to the
tangent to [

A bit of reflection shows that condition (7.39) can yield any number of
solutions depending on the curve I'. If for instance I" is an arc of a circle cen-
tred at the origin then any extremal will satisfy the orthogonality condition.
For illustration, let us suppose that I" corresponds to the curve described by

@) =€ 1LE1),

for £ € R. We know that the extremals for this problem are of the form
v = mz. Now,

dy

Bor W) @, %) = (1,2 1m) = 0

dE dE

hence,
2em+1=0;
ie.

il L

2m

The extremal and I' have the point (21, %{z1)) in common and therefore

(e men) = (€~ 1€+ )

1 1 1
e 1, T,
( 2m ’4m2+2)

The above relation provides two equations for x7 and m. After some algebra
we see that mm must satisly the relation

dm® +1 =0,

There is only one real solution to the above equation, viz.

L
\3@3

and hence the only extremal satisfying condition (7.39) is
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Example 7.3.2: Let J be the functional of Example 7.3.1, and let [ and
Iy be curves described by

ro(0) = (—=0?,0),

ri(§) = (& (€ - 1)?),

where ,£ € R, respectively. We consider the problem of finding an extremal
y for J subject to the condition that (2g,%0) lies on I and (z1,241) lies on
Iy, We know from Example 7.3.1 that the extremals must be of the form
v = max + b for some constants mm and b. The functions p and H are given by
equations (7.37) and (7.38), respectively; hence,

e

P e

1
V1 m2

The transversality conditions (7.36) thus imply

and

m — 2% =0, (7.40)
It 1)+ 1=0, (7.41)

where (g, y0) = ro(o™) and (z1,11) = r1{£%). Since yp = mzo + b, we have

o' = —mo'? + b, (7.42)
and similarly
(" — 1) =me" + b, (7.43)
The four equations (7.40) to (7.43) lead to the quintic equation
m® 4+ 6m® —2m? —1=0, (7.44)
and the relations
m m?
b= — |1+ —
(5 )
m
#
=0
1
=1 —.
¢ 2m

Transversality conditions can be derived for problems that involve several
dependent variables. Consider, for example, the problem of finding smooth
functions q = (g1, ¢2) such that the functional

J{a) = fl Lit,q,q) dt

E25)
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is stationary subject to the condition that q(ts) = qp (fixed endpoint) and
q{#1) is required to lie on a surface X given by ¢t = ¢(q). Evidently, an extremal
to the problem must satisfy the Euler-Lagrange equations (7.31) and the two
boundary conditions given by the fixed endpoint. We can glean the appropriate
boundary conditions at the other endpoint from equation (7.32).

Equation {7.32) must be satisfied for all variations near ¢ with an endpoint
on Y. In particular, we can consider variations with endpoints g2 = const. on
3. For this special class of variations equation (7.32) gives

p1(591 — H(St = 0,

and since dg; and &t are related by ¢ = ¥(q) we have &t = g1 /5gy for

gz = const., so that
a
(pl - Had)> dgy = 0;
q1

&L Y
— —H - =0 7.45
g1 dq ( )

Similar arguments lead to the condition

le.,

OL o0

e =0. 7.46
a4 Iy (7.46)

Example 7.3.3: Let

t1
J(q) :/ 1443 +43dt,
0

and

tr=(qt)) = Vi) — D%+ (g2(t) — 1)% (7.47)

We seck an extremal for .J subject to the condition that the endpoint qt1) lies
on the surface defined by 7. Geometrically, the problem amounts to finding
the curve in R® from the origin to the surface defined by % (a cone with vertex
at (1,1,0)) such that arclength is minimum.

The Euler-Lagrange equations show that g is of the form

q=at+j3,

where & = (a1, a2) 8 = (1, 52) are constants. The boundary condition q(0) =
0 implies that 7 = 0, and hence the extremals are of the form

q=oat

Now,
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e = 4
V14

and

H=pmi+p—-L
1

I+ @ +dE
go that the transversality conditions (7.45) and (7.46) yield

. A
— =0, 7.48
o Aagr ( )

for £ = 1,2. Geometrically, the above condition indicates that at the #; end-
point the tangent vector to the extremal {§1,42) is parallel to Vi; i.e., the
extremal is normal to the surface. The transversality condition reduces to

o = — qk(tl)—l :_aktl—l_
(q1(t1) — 1)2 + (go(ta) — 1)? t
ie.,
2at = 1;
hence,
k] = k9.

Equation (7.47) implies
a% + a% =1,

so that .
apt = —.
kb1 5
The extremal is thus given by the line
¢
gr(t) = —;

which intersects the cone at (1/2,1/2,1//2).

Exercises 7.3:
1. The functional for the brachystochrone is

&1 1 12
J(y) = / Iy ty dx.
0 Yy

Find an extremal for J subject to the condition that yx(0) = 0 and
(z1,y(z1)) lies on the curve y == — 1.
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. Let, o
J{y) :f (v +v*) da.
0

Find an extremal for J subject to the condition that »(0) = 0 and
(z1,y(z1)) lies on the curve ¥y = 1 — z. Determine the appropriate con-
stants In terms of implicit relations.

. Lagrange multipliers provide an alternative approach to deriving transver-
sality conditions. Consider the problem where the (x1,71) endpoint is re-
quired to be on the curve defined by g(z,y) =0, and let

zy ()
o(e) :f a9, ) dz — Ag(z1(e), §z1(e)),

Z0

where A is a Lagrange multiplier and ¢ = y +en. Derive the transversality
condition

dg dg

p% + 573; =

at (z1,v1). (In this problem, the dz and dy variations are independent.)
. Let g = {41, 92) and consider a functional of the form

0

1
J(q) = f a1+ @+ @b,
k7

0

along with the boundary condition ¢(tp) = o (fixed endpoint) and the
condition that the ¢; endpoint lie on a surface ) defined by ¢ = 3(q).
Show that the extremals must be orthogonal to A

. Let g ={g1,92) and
t
J{q) = f (5 +d5 + 2q190) dt.
0

Given the condition that q(0) = 0 and that t; = ¢1(1) determine the form
of the extremal for J and derive the implicit equations for the integration
constants and #;.

. Let q = (g1,...,gn). Derive the general transversality conditions for a
functional J to have an extremum subject to one endpoint fixed and the
other endpoint on a hypersurface defined implicitly by g(q,) = 0.
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8

The Hamiltonian Formulation

(Given the existence of a certain transformation, the n Euler-Lagrange equa-
tlons assoclated with a varlational problem can be converted into an equivalent
system of 2n first-order ordinary differential equations. These equations are
called Hamilton’s equations, and they have some special properties. In particu-
lar, the derivatives in this system are uncoupled, and the differential equations
can be derived from a single (scalar) function called the Hamiltonian. Given
a Hamiltonlan system, another Hamiltonian system can be constructed by a
special type of transformation called a symplectic map. It may be possible to
find a symplectic map that produces a Hamiltonlan system that can be solved
and thereby used to solve the original problem. The search for such a map
leads to a partial differential equation called the Hamilton-Jacobi equation.

In this chapter we discuss the connexions between the Euler-Lagrange
equations and Hamilton’s equations. We first discuss a certain transforma-
tion, the Legendre transformation, and then use it to derive Hamilton’s equa-
tions. Symplectic maps are discussed briefly in the third section, and the
Hamilton-Jacobi equation is then derived. The motivation in this chapter for
the alternative formulation is solving the Euler-Lagrange equations. We thus
focus on the use of the Hamilton-Jacobi equation as a tool for solving cer-
taln variational problems. In particular, we discuss the method of additive
separation for solving the Hamilton-Jacobl equation. This method has many
limitations, but there is a paucity of analytical techniques for solving varia-
tional problems, and the Hamilton-Jacobi equation provides one additional
(albeit gpecialized) tool that has applications to problems of interest. Beyond
being simply a tool for solving the Euler-Lagrange equations, the Hamilton-
Jacobl equation 1s Important in its own right. I plays a central role in the
theory underlying the calculus of variations.
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8.1 The Legendre Transformation

The reader has doubtless encountered point transformations and used them
to solve differential equations or evaluate integrals. A point transformation
from one pair (z,¥(z)) to another pair (X, Y (X)) consists of relations of the
form

X = X('T’y)
Y =Y(z,y).

Ancther type of transformation that plays an important part in differential
equations and geometry is called a contact transformation. Contact trans-
formations differ from point transformations in that the functions defining
the transformation depend on the derivatives of the dependent variable. One
of the simplest and most useful contact transformations is called the Legen-
dre transformation. This transformation has some remarkable properties
and provides the link between the Euler-Lagrange equations and Hamilton’s
equations. We consider first the simplest Legendre transformation involving
one independent variable.

Let y @ [zo, 21] — R be a smooth function, and define the new variable p
by
b= (@) s.1)
Equation (8.1) can be used to define the variable z in terms of p provided
y"{z) #£ 0. For definiteness, let us suppose that

y'(x) > 0 (8.2)

for all z £ [zo,z1]. Inequality (8.2) implies that the curve v described by
r(z) = (z,y(x)), ¢ € [xo, 71] Is strictly convex upwards in shape. The new vari-
able p corresponds to the slope of the tangent line (figure 8.1). Geometrically,
one can see that under these conditions any point on <y is determined uniquely
by the slope of its tangent line. Suppose now that we introduce the function

H(p) = —y(z) + px. (8.3)

Here, we regard z as a function of p. Fquations (8.1) and (8.3) provide a
transformation from the pair (z,y(x)} to the pair (p, H(p)). This is an example
of a Legendre transformation. A remarkable property of this transformation
Is that it is an involution; Le., the transformation is its own Inverse. To see
this, note that

= Ly L)
dp  dp’ ) dp T

- dydz dr
——Ed—p‘i‘p@—’—&"

dr

derI

= {—y'(z) +p)

:I7
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YA

y(x)=p

I
I
\
\
\
\
I
I
I
I
|
X

Fig. 8.1.

where we have used equation (8.1). Note also that

—H(p) +zp = — (—y(z) + pr) + pr = y(=).

These calculations show that if we apply the Legendre transformation to the
pair {(p, H (p)) we recover the original pair (z,y{z)).

Example 8.1.1: Let y(z) = z*/4. Then
p=y(z)=2°
o that z = p!/3. The function H is given by

Hp) =" +pr = %p‘”g
Note that
H'(p) = % (ipm) =pt® =,
and that
—H(p)+zp= %p‘”g +ap
= —%1‘4 + 2*
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Many of the functionals studied so far have integrands of the form
Flz,u, o). Suppose that we regard the arguments of f as three independent
variables, and define a new variable p as

p= W (8.4)
In this transformation we regard r and y as passive variables (i.e., not par-
ticipating directly in the transformation) and y" ag an active variable. In
other words, we are looking for a transformation from the 4-tuple {z,v,v/, f)
to the 4-tuple (z, ¥, p, H). As in the previous example, we can regard equation
(8.4) as a relation for 3’ in terms of p, provided

32
WJ; 20, (8.5)

The function H is defined by

Hiz,y,p) = —f(z,9,¢) +v'p. (8.6)

Using the same arguments as before, we see that this transformation is also
an involution.

Example 8.1.2: Let f(z,y,%") = /1 + 3. Then
of
P =

ay 11+y!2;

hence,
, P

since v’ and p must be of the same sign. The function H is thus

H(z,y,p) = —/1+v?+y'p
1
1—p? 1— 92

= —+/1 - p=

b

The quantities p and H defined by the Legendre transformation have al-
ready come Into prominence in the theory. For example, it is precisely the
quantity H that is constant along extremals when f does not contain z ex-
plicitly {Section 2.3). Moreover, H appears as a term in the general endpoint
condition derived in Section 7.2. Note that, for the passive variables in the
transformation,
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8H  8f
dr  Or’
8H  8f
Ay dy

Let us now consider a Legendre transformation involving a function
L{t,q,q), where I is a smooth function and q = (g1, g2, .., ¢x). In this trans-
formation the variables ¢ and ¢ are regarded as passive. Let

dL

_ 9 8.7
e (8.7)

Pr
for & = 1,2,...,n. Equations (8.7} connect the active variables g and ps.
The implicit function theorem can be invoked to show that equations (8.7)
can (in principle) be solved for the gy provided the n x n Hessian matrix

&L @' 8L

241041 841043 34104,
atr a‘r 8L

Mr = | 8424 842846, G204,
a*L  _@8*r 8L

8¢, 001 4. 9¢ 8¢, 8¢,

is nonsingular, i.e., satisfies the Jacobian condition

OlprooP) _ g, 20, (8.8)

a(éla---3Qﬂ)

The n-dimensional analogue of equation (8.6) is
k=1

where the variables ¢| are regarded as functions of p = (p1,p2,...,ps), q and
t.

The Legendre transformation defined by equations (8.7) and (8.9) is also
an involution. In particular,

aH & AL gy .
e ———+p | =+
Opp. Z ( di; p;,) apy

J=1
i, (5.10)
and "
—H(t,a,p)+ > dwpr = L(t,q,4). (8.11)
=1

The function H in the above transformation Is called a Hamiltonian func-
tion and the function I is called a Lagrangian. The “new” codrdinates
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(t,q,p) are sometimes called generalized codrdinates. The set of points
defined by the pairs (q, p) is called the phase space.

In mechanics the variables pp are called the generalized momenta. The
name stems from functionals modelling the motion of particles (Section 1.3).
The integrand in this case is of the form

Lit,q,q) =1{¢,q,q) - V{E,a),

where T' is the kinetic energy, V is the potential energy, and q represents the
positions of the particles at time . For a single particle of mass e In space,
if q = (g1, 92, 9s) are the Cartesian codrdinates of the particle, then

. 1 . 1 . . ]
T a,4) = gmldl® = gmldd +d3 + &),
hence,
oL _ ot
g iy

and gy, is thus a component of the momentum vector. For j particles in space,
we have n = 37 and each p, 1s a component of a momentum vector.

Pr = = Mg,

Exercises 8.1:

1. Find the Hamiltonian H for the functionals with integrands:

(a) fiz,y,v") = y/1 + v/2 (the catenary);
b) flz,u,v") =/ # (the brachystochrone).

2. Show that the Hamiltonian for the motion of a single particle of mass m

(a) H= i (p% + 2 + pg) + V{¢,q), in Cartesian coordinates;
(b) H = (pl—i— —0—p3) + V(t,q), in cylindrical coordinates q =
),

(r ¢
(c) H=2+ (p% T % 4 1—2—) + V{¢,q), in spherical codrdinates ¢ =

2m g7 sin” gq

(T7 97 qs)

8.2 Hamilton’s Equations

Let J be a functional of the form
1
J(aq) = / L{t, q, &) dt, (8.12)
to

where q = (g1,42,...,49x) and L is a smooth function satisfying condition
(8.8). If g is a smooth extremal for J then ¢ satisfies the equations



8.2 Hamilton's Equations 165

d L oL

fork=1,2,...,n. Applying the Legendre transformation defined by equations
(8.7) and (8.9) we have

L
_ 9 8.14
Pk = e (8.14)
and oH
= 8.15
@ = Z (8.15)

where H is defined by equation (8.9). Now ¢ and q are passive variables in
this transformation so that

aH aL
il 8.16
N A’ (8.16)
and oH L
— = 8.17
O Oar ®.17)
Since ( is an extremal we have from equations (8.13) that
oL _d oL
Do dida
and therefore equation (8.17) implies that
) aH

The solutions g to the Euler-Lagrange equations (8.13) are thus mapped to
golutions (g, p) to the equations (8.15) and (8.18) under the Legendre trans-
formation. Conversely, suppose that (g, p) is a solution to equations (8.15)
and (8.18), and that the n x n matrix with elements {%} is nonsingular;!
le.,

O (41,42, -- -, Gn)

LAVIELPIREEEY (YA WY ) 8.19

5(?1:?2:---:?71) ( )

Then equations (8.15) define a Legendre transformation from (¢,q,p, H) to
(t,q,4, L) with L as defined by equation (8.11). We thus have that equations
(8.14) and (8.17) are satisfied, and hence equation (8.18) implies that

8H 0L  dp, L  dOL  OL

=R o o,
Oge  Oqp dt I dt 4, O

! Note that o )
a(qiaqza'“aqﬂ) a(plapQ:“':pﬂ) -1

d (p17p27 s :pﬂ) 6(417 G2;-0 0, (I'n)
so that condition (8.19) is satisfied if and only if condition (8.8) is satisfied.
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so that ¢ is a solution to the Kuler-Lagrange equations (8.13). The involutive
character of the Legendre transformation thus indicates that the problem of
solving the system of n Euler-Lagrange equations is equivalent to the problem
of solving the system of 2n equations (8.15) and (8.18).

Prima facie, it seems that we have gained little by exchanging n second-
order differential equations for 2n firsi-order differential equations, but the
new system of equations has some atiractive features. The Euler-Lagrange
equations are second order and generically nonlinear in the first derivatives.
Moreover, the first derivatives in this system are generally coupled. The new
equations are of first order. The derivatives are uncoupled, and the system can
be derived from a single generating function, the Hamiltonian. The system of
of 2n equations (8.15) and (8.18) is called a Hamiltonian system, and the
equations are called Hamilton’s equations.

In the transition from the Euler-Lagrange equations to Hamilton’s equa-
tions n new variables, the generalized momenta., are introduced. In Hamilten’s
equations, the position variables ¢ and the generalized momenta, variables p
are on the same footing and regarded as independent. This approach can be
gomewhat confusing at first encounter given that ¢ and ¢ (hence ¢ and p) are
dependent in the original problem.? The concern here is that g and ¢ are not
independent and therefore cannot be varied independently. In contrast, q and
p are independent in Hamilton’s equations and can thus be varied indepen-
dently. In fact, the Legendre transformation that defines the new variables p
also ensures that these variables can be varied independent of q. To see this,
we introduce the functional J defined by

~ 3 n
Jaw = [ s - Heap) | @, (5.20)
[2 j=1

0

where q and p are regarded as independent variables and §; is the derivative
of g5 (i.e., not regarded as a function of p). Evidently the integrands defining
J and J are equivalent under the Legendre transformation and hence J = J.
Suppose now that we vary the py but leave the g; fixed. Let

b=p+ep
where p = (p1,p2,...,0n) and ¢ is a small parameter. Then
t1

j(q,f))—j(q,p):f H(t,q,p)—H(t,q,f))Jriéj(ﬁj—pj) dt

to =1

n S oH .
:e/; ij (%Jrqj) dt + O(e?).
=1 !

0

* We are not alone. In his book Applied Differential Geometry Burke [20] addresses
the dedication as follows: “To all those who, like me, have wondered how in the
hell you can change ¢ without changing ¢.”
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Now, the py are defined through the Legendre transformation (8.14), and this
implies equations (8.15). We therefore have that

J(a,B) — J(q,p) = O(?).

This calculation shows that variations on p do not affect variations on .J.
Although ¢ and p are independent variables in J, only the variations of g
affect the variation of J. This situation is also reflected in the derivation of
Hamilton’s equations. Specifically, equation (8.15) is valid for any pair (¢, p)
ag it is a property of the Legendre transformation; in contrast, equation (8.18)
comes directly from the Euler-Lagrange equation. Only functions q and p
corresponding to an extremal for J will satisly these equations.

Example 8.2.1: Simple Pendulum
Consider the pendulum of Example 1.3.1. The kinetic energy is

7=t (520 1 0) = L8,
and the potential energy is

V = gy(t) = mgf(1 — cos¢(t)).

Hamilton’s Principle implies that the motion of the pendulum is such that
the functional

ty '
J(¢) = f {%mﬂ%g(t) — mgé(l —cosqb(t))} dt
to
Is an extremum. Let ¢ = ¢ and
L(ta a, Q) == %MQQQ — mglf'(l — CO8 q)

Then
o m‘gQgr

s0 that

The Hamiltonian H is given by

H{t,q,p) =pi— L

p 1 .
ey §m€2q2 + mgf(l — cosg)
2

__F _
=5 5 + mgl({l — cos g).
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Hamilton’s equations are thus

,_9H b

17 5y T me2

. oH .

p=———=—mgf sin q.
dq

For this example H corresponds to the total energy of the pendulum. The
Euler- Lagrange equation is

d ol oL
75 Oq = mb?§ +mgf sin g = 0
ie.,
g+ %sinq =0.

Note that, according to Hamilton’s equations,

. P mgf sin g q .
= = = —Zgin
KRz ml? ¢

in agreement with the Euler-Lagrange equation.

Example 8.2.2: Geometrical Optics
Let (z(2),y(2),2), # € [z0,#1] describe a space curve . The optical path
length of v in a medium with refractive index n(z,y,s) is given by

1
J(z,y):/ nlr,y,z2)/1+z?+y?dz

0

Fermat’s Principle implies that a necessary condition for + to be a light ray is
that J be an extremum. For notational convenience, let ¢ =, g5 = ¥, 2 = t,
zp = tg, and 27 = #1. The quantity

Lit,q,q) = n(t,a) /1 14

is called the optical Lagrangian. Here q = (g1,42), n(t,q) = n(z,y, z), and
"denotes d/d¢. The generalized momenta are given by

_ 9L nd
S P R T

Geometrically, the quantities pg/n correspond to the direction cosines of the
curve with respect to the g; axis. For this reason the p are generally called
the optical cosines in geometrical optics. Now,

2 n”

2 2
tp Rt =,
Y31 P2 1 |q|2
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and hence

. Pk ;
qr = ;\/1 +[q/?

Pl n?

n n? —pt—p2
DPE

Vn? —pi — 3

The Hamiltonlan is therefore

2
k=1

pi+ P} n?

n?—pi—ps  +/n?—pi- P
= —4/n? — pf — p3,

and Hamilton’s equations are

Gk = o _ Pk
N e T
dH 1 an

==
g \/n? —p — p3 Pk
The quantity H has a tractable geometrical interpretation. Since

2 2
P1 Y258
Hit,q,p)=-—ni/1 - =% — =,
(t.a,p) 2 2
H corresponds to the negative of the optical cosine with respect to the t (2)
axis.

We have already encountered the Hamiltonian (in a slightly different guise)
in Section 2.3. We know from Chapter 2 that if I does not contain the vari-
able ¢ explicitly, then H is constant along any extremal. It is clear from the
Legendre transformation that I contains ¢ explicitly if and only if H contains
t explicitly. Hamiltonian systems that do not depend on ¢ explicitly are called
conservative. The pendulum in Example 8.2.1 is an example of a conserva-
tive system. In this example H = const. corresponds to the condition that the
total energy of the system is conserved. The Hamiltonian system derived in
Example 8.2.2 1s not conservative unless the refractive index is independent of
z. Note that a nonconservative system such as this one may still have conser-
vation laws. Note also that a nonconservative system can be converted into a
conservative one by the introduction of a new “position” variable correspond-
ing to ¢ in the original formulation and using a new variable for “time.” For



170 8 The Hamiltonian Formulation

solving specific problems, however, this observation s of limited value because
the first integral afforded by a conservative system is offset by the introduction
of a new dependent variable. Nonetheless, it is a useful observation because,
when convenient, we can always reformulate a problem to get a conservative
system and thus use general results for conservative systems.

Exercises 8.2:

1. The Lagrangian for a linear harmonic oscillator is

, 1 ., 1
Lt q.4) = %mq2 — 3k,

where m is mass and % is a restoring force coefficient. Show that

1
H{t,0.p) = 5— (0® +w?q?),
where
k
w=4]—.
m

Derive and sclve the Euler-Lagrange equation assuming mz and & are con-
stants. Derive Hamilton’s equations and verify that the solution obtained
for the Euler-Lagrange equation is also a solution for Hamilton’s equa-
tions.

2. Derive Hamilton’s equations for the catenary (Kxercises 8.1-1). Verily that
the solution found in Example 2.3.3 is also a solution of Hamilton's equa-
tions.

3. For any smooth functions &(¢,q, p) and &, q, p), the Poisson bracket

is defined by
[g:f:’ Q} - Z

k=1

( ad Qe ad 8 )
g, Opr  Opp Jqi )

Let H be the Hamiltonian function asscciated with a functional J, and
suppose that along the exiremals for J

P(q, p) = const.
The function @ is then called a first integral of the system. Show that
[®, H] =0

Prove the converse: if [&, H] = 0, then @ is a first integral of the system.
4. Show that pp = [P, H] and ¢ = [qx, H].
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8.3 Symplectic Maps

Let q and p be generalized codrdinates and H be a function of ¢, q, p such
that
. OH
gk = 5}%’
(8.21)
aH

P = —5—,
Aq

for k=1,2,...,n. A symplectic map? is a transformation of the form

Qk: - Qk(ta q, p)a
(8.22)

Pk = Pk(trqvp)r

such that the Hamiltonian system (8.21) transforms into another Hamiltonian
system

I

: aH
Qk - 5—Pk;’
(5.23)
: Ol
Pk - _ma

where H is a function of t, Q, and P. In short, a symplectic map is a transfor-
mation on the generalized codrdinates that preserves the Hamiltonlan struc-
ture. Symplectic maps are alsc called canonical transformations. These
maps loom large in the classical mechanics lore. The reader is directed to Abra-
ham and Marsden [1], Arnold [§], Goldstein [35], Lanczos [48], and Whittaker
[73] among numerous other works on clasgical mechanics. In this section we
briefly discuss symplectic maps primarily as a herald to the Hamilton-Jacobi
equation.

We know from the previous section that Hamiltonian systems such as
(8.21) and (8.23) can be associated with the extremals to the functionals

t1
ﬂ@zflﬁ@®ﬁ,
to

ti ~ .
ﬂ@sz@Q@%

to

# The word symplectic comes from the Greek word sumplektikos meaning “inter-
twined.” There is also a bone in the skull of a fish by this name.
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respectively, where

Lt @) = > peds — H(t,a,p)
k=1

LQ Q) = PQi— H(t,Q,P).

k=1

If we regard  and p as independent variables and ¢ as the derivative of g,
then the Euler-Lagrange equations for the functional

J{q,p) /; (Zpk‘% - tq,p)) dt

are precisely Hamilton’s equations (8.21), and the solutions to equations (8.21)
correspond to the extremals for J. A similar remark holds for the other func-
tional .J.

We say that two functionals J and J are variationally equivalent if
they produce the same set of extremals. A symplectic map is essentially a
transformation from the (q,p) phase space to the (Q,P) phase space such
that the resulting functionals J and J are variationally equivalent.

In Section 2.5 we showed that any nonsingular codrdinate transformation
leads to a varlationally equivalent functional. This result can be extended to
functionals involving several dependent variables. Transformations that in-
volve only position codrdinates lead to varliationally equivalent functionals
and hence this class of transformations is symplectic. But transformations
of this type are too restrictive, and, in the spirit of the Hamiltonian ap-
proach, we should let the momenta variables participate In transformations
as independent variables. The problem is, if the pg transform, the resulting
transformation need not be symplectic.

One method for constructing symplectic maps involves the introduction
of a generating function. The method is based on the observation that two
functionals are variationally equivalent if their integrands differ by a perfect
differential {cf. Exercises 3.2-4). Suppose that there is a smooth function ¢
such that

Zpké‘k - H{t,q,p ZPka - H({t,Q,P)+ tf’(t, a,p).  (8.24)

Then the corresponding functionals J and J are variationally equivalent and
the transformation (8.22) is symplectic. We can use the transformation (8.22)
to convert @ to a function of ¢, g, and Q, and equation (8.24) can thus be
recast in the form

d n n . .

k=1 k=1
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Since
dd & & . ad
o= Zl (—qw Qﬂ’“) + 5
we have o o
=— B =——" 8.25
Pe = goo 505 (8.25)
and
. o

Equations (8.25) provide relations for the symplectic map. Equation (8.26)
provides an expression for the transformed Hamiltonian function.

Example 8.3.1: Harmonic Oscillator
The Hamiltonian for a linear harmonic oscillator in one dimension is of the
form

1
H = 2 w? 2 ,
5 (7" + wa)
where g corresponds to the position of a particle of mass m at time ¢, p is the

momentum, and « is a constant relating to the restoring force (see Fixercises
8.2-1). The Hamiltonian system for the equation of motion ig

._OH _p

7= p  m

,_ OH W

b= g om
Let

D(g, Q) = —cotQ

This peculiar generating function is chosen so that the resulting Hamiltonian
system is particularly simple.* The momenta codrdinates are

p= % = wqcot ), (8.27)
and oF )
wq
P=——= . R.28
AQ  2sin® Q) ( )

Equations (8.27) and (8.28) can be used to determine the symplectic map
(8.22). It is more convenient, however, to give the inverse transformation equa-

tions
q =1/ L2 sin (), (8.29)
@
p=V2wPcos Q. (8.30)

* Coldstein [35], p. 389 provides a derivation of the transformation.
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The transformed Hamiltonlan is

. ad
H:H‘i‘a :H(Q(Q,P),p(Q,P))

wl

H
e

and the associated Hamiltonian system is

. OH  w
“=op T w
. OH
This is a particularly simple system to solve.® We have
Q - it + c1,
m
P= Ca,

where ¢; and ¢y are constants, which gives

12
g = ﬂsin(it—b—cl) ,
w m

p= \/MCos(itJrcl) .
M

Exercises 8.3:

1. Suppose that we regard & as a function of ¢ and P. Show that

:@7 Qk:g - il
O

Pr b, at”

Derive similar equations for a symplectic map if € is regarded as a function
of p and Q.

2. Let & = Zzzl qr Q%. Show that this generating function leads to a sym-
plectic map that essentially interchanges the spatial variables with the
momenta variables. This further shows that these variables are on the
same footing in the Hamiltonian framework.

5 Of course, it is even easier to solve the Euler-Lagrange equation directly, but this
example gives a simple illustration of how a symplectic map can be used to reduce
Hamilton’s equations to a simple form.
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3. Let @ = 22:1 qx Pi. Show that this function merely generates the identity
transformation.

4. Let & = Y5, gr(t,q)Pr. Show that this generating function leads to
point transformations; l.e., the % depend only on ¢ and ¢.

8.4 The Hamilton-Jacobi Equation

Although symplectic maps are of intrinsic interest, they are also of practi-
cal Interest because they may lead to simpler Hamilionlan systems. In this
section we target a particularly simple Hamiltonian system that can be read-
ily solved. The problem is to derive a generating function that produces a
symplectic map leading to the simpler system. It turns out that the generat-
ing function must satisfy a first-order {generally nonlinear) partial differential
equation called the Hamilton-Jacobi equation. Once a general sclution
is found to the Hamilton-Jacobi equation, the sclution to the Hamiltonian
system can be derived by solving a set of implicit equations. The problem
of solving a Hamiltonian system can thus be exchanged for the problem of
solving a single partial differential equation. From a practical standpoint, a
single partial differential equation is generally at least as difficult to solve
as a system of ordinary differential equations, and in this sense the victory
may seam Pyrrhic. Nonetheless, there are special cases of interest when the
Hamilton-Jacobi equation can be sclved. We discuss some of these cases in
the next section. Although our motivation here Is to solve Hamilton’s equa-
tions, it turns out that the Hamilton-Jacobl equation plays a pivotal role in
the theory. The real profit from this reformulation is a deeper understanding
of variational processes.

8.4.1 The General Problem

Suppose that a generating function & can be found such that the transformed
Hamiltonian is a constant, say = 0. The symplectic map produced by &
then yields the Hamiltonian system

that can easily be solved to get

Gr = o,
Pk :6101

where the o and 3 are constants. Since H= 0, equation (8.26) implies that
& must satisfy
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ad

— =0.

an

In the above equation, the function @ is regarded as a function of q and Q.
To eliminate the pg variables in this expression we can use equation (8.25),

and thus get

H(t,q,p) +

(8.31)

H(tvglrvqnv % g) aj_o

dq1’" T dgn) Bt
Equation (8.31) is a first-order partial differential equation for the generating
function @ called the Hamilton-Jacobi equation. Hamilton derived the

equation in 1834; in 1837 Jacobi made a precise connexion between solutions
of the differential equation (8.31) and the corresponding Hamiltonian system

(Theorem 8.4.1).

Example 8.4.1: Geometrical Optics
The Hamiltonian derived for the path of a light ray in Example 8.2.2 is

H(t1Q7p) = Y n27p§7p%

The Hamilton-Jacobi equation for this problem is

ap?  ap? P
— - — = +— =10
dgp Oga ot

AFNZ  faBN? AP\t
5—(11‘1‘8—(12 +E—n.

In the original (z,y, #) notation this equation can be written in the compact
form

le.,

V&|? = n?, (8.32)

where V = (£, 3%, £). Equation (8.32) is called the eikonal equation of
geometrical optics.

The Hamilton-Jacobi equation has two notable features. Firstly, the func-
tion & does not appear explicitly in the differential equation. Only the partial
derivatives of @ are present in the equation. Secondly, the differential equation
does not depend on any of the ()i variables or partial derivatives of & with
respect to the (Jx. In essence, this means that if & is a sclution to equation
(8.31) then so is any function of the form € + f(Q), where f iz an arbitrary
function. The function ¢ depends on the )y, and one might rightfully query
exactly how these variables enter into the problem given no (J; dependence
in the differential equation. The answer is that the ;. enter into the problem
as initial data for the differential equation. Typically partial differential equa-
tions such as (8.31) are solved subject to a condition that & take prescribed
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values along a curve in the ¢ space. Our problem is to find a generating func-
tion that produces the simplified Hamiltonian system, and this amounts to
finding a general solution to (8.31) containing n arbitrary functions of Q. No
uniqueness 1s expected for solutions to this problem; we need the arbitrary
functions in order to invert the transformation to solve for the gi. We explain
this more precisely after we introduce the concept of a complete solution.

Although we speak of arbitrary functions of Q entering into sclutions of
the Hamilton-Jacobi equation, we know by construction that the &) are in
fact constants and hence the arbitrary functions of Q) are also constants. We
can thus regard a general solution to equation (8.31) as a function of the form
&(i,q,a), where o = (a1,...,a,), and the o are parameters that can be
thought of as the @ when convenient. A solution ¢ = ®{¢,q, ) is called
complete® if & has continucus second derivatives with respect to the g, the
ap and t variables, and the matrix M defined by

atd aty 3%
g 3y g1y g0,
M = : : :
ate ate a2ty
g, Do Og, 000 g, By,
1s nonsingular; l.e.,
detM £ 0, (8.33)

in the relevant ¢, @ domain of the problem. The condition (8.33) iz a Jacobian
condition for the solvability of the gz given the functions %. The next result
is fundamental to the theory: it connects a complete solution to the Hamilton-
Jacobi equation with the general solution to Hamilton’s equations.

Theorem 8.4.1 (Hamilton-Jacobi) Suppose that ${t,q,a) is a complete
solution to the Haomilton-Jacobi equation (8.31). Then the general solution to
the Hamaltonian system

aH oH
= —, Pp=——— 8.34
G = go P D0 (8.34)
15 given by the equations
ad
ad

where the By are n arbilrary constants.

Proof: Suppose that $(¢,4q, @) is a complete solution to the Hamilton-Jacobi
equation (8.31). Then & satisfies condition (8.33), and the implicit function

5 Some authors call these solutions complete integrals.
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theorem implies that equations (8.35) can be solved for the g in terms of ¢,
the ey, and the B;. Onece this is accomplished equations (8.36) define the py
in terms of these variables as well. Hence, equations (8.33) and (8.36) define
the functions

ar = qelt, o, B),
e = pe(t, o, 3),

for k=1,2,...,n. Here, 3= (f1,...,5s). To establish the result we need to
ghow that the g, and py defined by equations (8.35) and (8.36) satisfy the
Hamiltonian system (8.34).

Substituting the solution ¢ into the Hamilton-Jacobi equation and differ-
entlating with respect to a1 ylelds

15] o PP "O92E OH
O ( * 8t> = Gondt T 2 ot g~ 3D

Now the equation

aF
= p
231
must be satisfied identically, and therefore differentiating with respect to ¢
vields”

d o ¢~ O dg
dt day 5t5a1 Zﬁgkﬁal dt =0 (8.35)

By hypothesis, the solution is complete and thus all the second-order deriva-
tives of & are continuocus; hence,

@ _ @ P _ P
MOy oot AgpPoy o fgy

Equations (8.37) and (8.38) thus imply that
] ) aH
g DD <% - 5—}7k> - (539

We can, of course, repeal the above arguments to derive n equations similar

to equation (8.39), viz.,
s ( 8H>
i SIENNECU
— I Foey Opy,

T Strictly speaking, we should use 8/8% instead of d/dt to denote partial differenti-
ation with respect to ¢ holding the ay and 35 constant. We nonetheless use d/d¢
or ' to denote this differentiation to avoid confusion with the operator @/t in the
Hamilton-Jacobi equation, which denotes differentiation with respect to ¢ holding
the g (as well as the ey and B;) constant.
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for 1 = 2,3,...,n. The above equations can be written in the more compact
form
. aH T
g1 — Fpy
: M = 0.
. aH
Gn — 3pn

The completeness of the solution implies that detM =£ 0; consequently,

OH

e 8.40
o (8.40)

Gr =
forall k=1,2,...,n
To get the second set of Hamilton equations we again substitute the solu-
tion @ into the Hamilton-Jacobl equation but now differentiate with respect
to gs. For 4 =1,

6‘245 " 9*¢ OH
= 8.41
0 " o 2 e o 64D
The equation
0P
n= a1
must be satisfied identically and therefore
_7d84576‘245 9P
P Roq oo T
2 n 2
FP a“d OH (8.42)

= + ——
I ot = dqdqi Ipr

where we have used equations (8.40) and the relations

AP B AP APd B e
Mg  Ogpdt’ Oqudgyn  Imdge’

that follow from the continuity of the second derivatives. Subtracting equation
(8.41) from equation (8.42) gives

} aH
PL=—5
dq
Similar arguments can be used to show that

oH

I'jk = - s
Dk

for k=2,3,...,n. O
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From the standpoint of solving Hamilton’s equations, the above theorem
shows that we need not be concerned with the absence of initial data for
equation (8.31) and the resulting nonuniqueness. Any complete solution to
the Hamilton-Jacobl equation suffices to enable us to construct a sclution
to Hamilton’s equations involving 2n arbitrary constants and hence a gen-
eral solution to the underlying Euler-Lagrange equations. Given a variational
problem we can thus outline a procedure to get the solution based on the
Hamilton-Jacobi equation as follows:

(a) determine the Hamiltonian H for the given problem;

(b) form the Hamilton-Jacobi equation;

(¢) find a complete solution & to the Hamilton-Jacobi equation;
(d) form the equations

_ 0%
Bak’

B =

where the 3; are constants; and
(e) solve the n equations in part {(d) for the gy to get a general solution

q(t, o, B).

Example 8.4.2: Geometrical Optics

Suppose that the optical medium in Example 8.4.1 has a refractive index
n = ,/q1, where ¢ > 1 is a constant. The relevant domain for this problem
is g1 > 1 {so that n > 1).* The Hamilton-Jacobi equation for this problem is

o A A" A

— — — 1 = . 8.43

) (o) (&) oo 649
The reader may verify directly that

B(t, q, @) (1%q1 — (03 +02))* + a1ga + ast (8.44)

_ 2
=52
is a solution to equation (8.43). The matrix M is given by

—0 g
A A
M = ,

1 0

where A = +/p?g1 — (af + a2), and hence

&2
detM = —.
A
The solution is complete in the domain defined by o% + a2 < p?q1, as # Q.
To get g1 and g2 we form the equations

8 Recall that the refractive index is the ratio of the speed of light #n wacue to the
speed of light in the medium.
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PR Y
1= ('“)cel_,ug 42
ad  agd
B2 = ey = 2 Th

which are readily solved to get

2 2 2

i ol +

QI(taQaﬁ) = "9 (62 t)g L 2 2
a5 it

ga(t, 0, 3) = %t+ﬂ2 — 51

Although part (d} in the above plan may in itself be a formidable task
to accomplish in practice, the crux is part (c). First-order nonlinear partial
differential equations are generally harder to solve than systems of ordinary
differential equations. The only general solution technique for these partial
differential equations involves the use of characteristics, which are defined by
a system of ordinary differential equations. It turns out that the system of
differential equations defining the characteristics is equivalent to the origi-
nal Hamiltonian system. In general, to implement part (c) of the above plan
we first have to solve Hamilton’s equations in order to solve the Hamilton-
Jacobi equation. This rather defeats the purpose of using the Hamilton-Jacobi
equation to solve the original problem. Generically, the Hamilton-Jacobi for-
mulation does not actually help to find solutions. There are cases, however,
when the solution to the Hamilton-Jacobi equation can be found without re-
sorting to characteristics. Solution techniques such as separation of variables
do not rely on knowledge of the characteristics and therefore circumvent the
problem of integrating Hamilton’s equations first. The success of the sclution
technique depends crucially on the type of Hamiltonlan, but it turns out that
a number of problems of interest have Hamiltonians that allow a separation
of variables. We discuss this technique in the next section.

8.4.2 Conservative Systems

A special but Iimportant case concerns conservative Hamiltonlan systems. The
Hamiltonian does not depend on explicitly ¢ for such systems, and we know
from Section 3.2 that H 1s constant along any extremal. We can exploit this
situation because we know that the variable ¢ can be separated out in the
complete solution to the Hamilton-Jacobi equation. In other words, we know
that there is a complete solution of the form

P, q,0) =¥(g,a) - fla)t,

where H = f(a) = const. along the extremal (i, a,3). We can simplify
matters further by identifying one of the codrdinates, say (J, = an., with
F(e). This approach produces the partial differential equation
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i Qf>—am (8.45)

H Gly---98ny 3 9
( " gy Iy

which we call the reduced Hamilton-Jacobi equation.

The function ¥ In the solution to the Hamilton- Jacobl equation is evidently
a solution to the reduced Hamilton-Jacobi equation. Moreover, it is clear that
@ 1s a complete solution if ¥ is a complete solution; lLe., ¥ has continucus
derivatives of second order and the matrix

aty 8t
g Dy EITEES
M = : :
atw _a%w
ErCET dq., Qe

1s nonsingular.

The function ¥ is of interest as a generating function for a symplectic map
in its own right. The symplectic map & : (q,p) — (Q,P) produced by ¥
transforms the Hamiltonian H (¢, p) to the Hamiltonian FI(Q,P) = Q. The
new position and momenta codrdinates must satisfy the equations

. OH
-9 _q
Q P, ;
. OH 0, fl<k<n-—1
Po=—1--—= !
aQ,, —1,if &k =n,
and hence the (Jp are constants for £ = 1,2,...,n, and the P, are constants
for k=1,2,...,n — 1. The anomalous coordinate is F,, because P, = 3, — ¢,

where 3,, is a constant.

The symplectic map & has an interesting geometrical interpretation. For a
given constant F, the condition H{q, p) = ¥ produces a hypersurface in the
2n-dimensional phase space and a (hyper)jcylinder in the 2n + 1-dimensional
(t,q,p) space. The extremals correspond to a family of curves that lie on the
cylinder. The symplectic map & transforms the picture dramatically. In the
(t,q,p) space, the cylinder is transformed to a hyperplane and, even more
remarkable, the family of extremals in the original space is transformed into
a family of extremals in the new space, where each exiremal is a straight line
inclined at an angle 7/4 to the t-axis. Roughly speaking, the symplectic map
S “flattens out” the cylinders H = F and “straightens up” the extremals.

If the Hamiltonlan system 1s conservative, we generally start with the
reduced Hamilton-Jacobi equation. Once a complete solution ¥ is determined
we can return to the solution @ = ¥—a,, 7 and proceed as before. This amounts
to solving the equations

Bo=— k=t12..a 1,
Bak
o

67’& - 2

~Gon
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for the g In terms of ¢ and the constants o, 3. The absence of ¢ in the
Hamiltonian simplifies the problem slightly, but all the comments about the
difficulty of solving the Hamilton-Jacobi equation still apply to the reduced
equation.

Example 8.4.3: Harmonic Oscillator
The linear harmonic oscillator of Example 8.3.1 has the Hamiltonian

1
H = % (p2+w2q2).

The reduced Hamilton-Jacobi equation is thus

1 [ /avN\®
{5

o _
dg

where a > 0 is a constant. The generating function is therefore of the form

¥ = / v/ 2ma — w2E2 dE 4 const.

We need only one arbitrary constant for a complete solution so we can ignore
the integration constant. A solution to the reduced Hamilton-Jacobi equation

l.e.

2ma — w?q?,

is thus w p
_w — 2 . -1/4
Vg, a) = 5 (q«/aQ g% + a”sin (a))’
where
2mea
a =
w

To get the position g, we form the equation

B=22
R

where 3 is another constant. We thus arrive at the solution

2mao

a(t) = 2 sin( (B +1)),

which is equivalent to the solution found in Example 8.3.1.
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Exercises 8.4:

1. Let o
o= [

o]
Derive the Hamilton-Jacobl equation corresponding to this functional.
Solve the Euler-Lagrange equation for this functional and construct a
solution to the Hamilton-Jacobi equation.
2. Let n = n(y) denote the refractive index in an optical medium. Fermat’s
Principle implies that the path of a light ray from a point (zg, %) to a
point (z1,%1) is an extremal of the functional

1) = [ nto/TE s

0

Derive the Hamilton-Jacobl equation for this functional and verify that a
solution to this equation is

@—a$+fyx/n2(£) —a?de+ 3,
Ho

where o and 3 are constants. Use this solution to find the corresponding
extremals implicitly.

3. The Lagrangian for the motion of a particle of unit mass in the plane
under the action of a uniform field is

] 1,. .
Lit,q,q) = 5(9@ +43) — 992,

where ¢ denotes the Cartesian codrdinates of the particle and g is a con-
stant (Example 3.2.2). Derive the Hamilton-Jacobi equation and show
that a solution to this equation is

b =— (%ag +gk> t+ oz + \/29§(k_ y)*’2,

where o and k are arbitrary constants.

8.5 Separation of Variables

The only chance we have of solving a problem using the Hamilton-Jacobi
equation without essentially sclving the Hamiltonian system first is if a solu-
tion to the partial differential equation can be obtalned without resorting to
characteristics. One solution technique that avoids characteristics is called the
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method of additive separation or simply separation of variables.® In
this section we present the method and give some examples. We also discuss
conditions under which we know that a separable solution exists. We limit our
discussion to conservative systems.

8.5.1 The Method of Additive Separation

Consider the reduced Hamilton-Jacobi equation for a conservative system

v o
Hlgy, an 2 ) _E=—o, 8.46
(glr 2 G aql aqn> ( )

where F' Is a constant. Suppose that the terms ¢y and % appear In this
equation only through the combination g1{g1, g—i), where g1 Is some known
function. Equation (8.46) could be then recast in the form

o avr av
F — ey —s. .., — | — B =0, 8.47
(gl (Q‘h 39‘1 )1 gz, 2 BQQ 89‘:4,) ( )
and this motivates us to seek a sclution of the form
&= l‘p'l(qlr Q)+R1(927---7Qn7 Q) (848)
Substituting the above expression for ¥ into equation (8.47) gives
N ORq ORq )
F e T T S - 5B =0, R.49
(91 (g1 o I o0 Da, (8.49)

and this equation must be satisfied for a continuum of g; values. Assuming ¢y
is a differentiable function, this means that

oF _ OF g1
dg1 891 O¢1
L.e., dg1/8g; = 0. Now ¥, by construction depends only on ¢; and g—fii, and

hence the above observation leads to the equation

91(9‘1,5[’{(91)) = Cl(Q)a (8-50)

where (7 is an arbitrary function of Q and ’ denotes d/dg;. Equation (8.50)
is a first-order ordinary differential equation for .

The best scenario is if each pair gz , 3% /gy enter into equation (8.46) only
through a combination gx(gx, 8%/3q). In this case, the partial differential
equation can be written in the form

® The latter term also includes the method of multiplicative separation, which we
do not use.
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v v
F g 2 —E =,
(91(9‘17 aql)r 2 G (q Bq )>

il

and we seek a sclution of the form

The arguments leading to equation (8.50) can be used to show that the ¥
must satisfy the n (uncoupled) first-order ordinary differential equations

gr (g, ¥ (qr)) = Cr(Q). (8.52)
Here, the 'y are functions of Q@ satisfving the equation
F(C1(Q),...,Cn(Q)) — E =0, (8.53)

but are otherwise arbitrary. A reduced Hamilton-Jacobl equation is called
separable if there exists a complete solution ¥ of the form (8.51). The func-
tion ¥ is called a separable solution.

The method of additive separation amounts to the steps:

(a) assume a solution of the form (8.51) and substitute it into equation (8.46);
(b) identify the gz and form the differential equations (8.52); and
(c) solve the ordinary differential equations for the W.

Once the separable solution ¥ is determined, a complete solution & =¥ — Et
can be obtained for the Hamilton-Jacobi equation and we can proceed to find
the position functions g as discussed in the previous section.

The obvious weakness with the above method is that a separable sclution
need not exist: there 1s no guarantee that the requisite gp can be found.
The existence of separable sclutions depends on the Hamiltonlan and even a
simple codrdinate transformation of the position variables can affect whether
a separable solution is available. Conditions under which we can predict the
existence of a separable solution are discussed in the next subsection.

Example 8.5.1: In Carteslan codrdinates, the motion of a particle in space
under the action of gravity acting in the g5 direction produces the Hamiltonian

1
H = (o} + 0% +03) + mos,

where m 1s the mass of the particle and g is a gravitational constant. The
reduced Hamilton-Jacobi equation is

AT 2 AN 2 a2
(5—[3’1) +<a—q2> +<a—g3> +2m29qS—2mE:O, (8.54)

where F, the total energy of the particle, Is a constant. Suppose that equation
(8.54) has a solution of the form
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U =91(91,Q) + ¥alg2, Q) + ¥3(g3, Q).

Substituting this expressicn into equation (8.54) yields

2 2 2
(3115) + (5%> + (5%> + 2miggs — 2mE = 0.
dg1 gz Ag3

We can thus take
o, O

gk(gk: T%) = 87%7

Y avN*? )
=== 2 .
g3(gs; qu) (8%) + 2m=ggs

for k=1,2, and

We have that a0
k

— =

B £ (Q),
for £ =1,2, so that

Uy = Cp(Qlar + Kr(Q),

where the K} are arbitrary functions. The differential equation involving gs
yields

o
I3

C3(Q) — 2m?aqs

= \/QmE — C(Q) - C3(Q) — 2m?gys

where we have used equation (8.53) to eliminate C'3{Q). The function ¥; is
thus of the form

1
Uy =g s (2mE - CHQ) -~ Q) - 2mags )% + Ks(Q),

where K3 is another arbitrary function. A separable solution to equation (8.54)
is therefore 1

3m2g

U =C1(Q)g1 + C2(Q)ga — A+ K(Q),

where 1, (s, and K are arbitrary functions of Q, and

A= /2unE - C}Q) - C3(Q) — 2mggs

For a complete solution we need only three arbitrary constants present in V.
Let C1(Q) = @1 = @1 and C2(Q) = Q2 = @2, The constant F is also arbitrary
in the above solution so we may take £ = (5 = a3 and let K{Q) = 0. The
golution ¥ is then of the form

1
V{q,o) = a1q1 + 02g2 — Smgg/i )
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where

A= \/Qmag —af —aZ 2m2ggs.

The matrix M with entries {8;2{{%} is given by
10 0
M= |01 0
0078

go that detM £ 0, and the solution is thus complete.
Equipped with a complete solution to the reduced Hamilton-Jacobl equa-
tion, we can proceed to determine the position functions q from the equations

av
- k=12
6.% aakr 14
7'
- =
53 8013 ?

in terms of the constants o and 3. We find that
o
G = —Be+—(Bs+1), k=12,
m

2 1
2 2 2
g3 — 79(13 — }33) + m—gCEg — W(Cﬁl -+ CEQ).

The above example is a somewhat complicated method for obtaining a
solution that can readily be obtained from the Euler-Lagrange equations. The
next problem is not quite so easy to solve using the Euler-Lagrange equations.

Example 8.5.2: The motion of a particle in a plane under a central force
field whose potential per unit mass is V' leads to a Hamiltonian of the form

H(q,p) = % (p%—F (fﬁ) 2) + Via).

Here, g1 = 7 and gz = # are polar coordinates. The reduced Hamilton-Jacobi
equation leads to the differential equation

Z { (g’f) 12V (g) E)} T (gj’) —0,

and hence we may take
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0 (9%) g {(%) 2V {ar) E)}

( 81?) N
gol g, —— = 5 -
dgs

We thus seek a solution of the form
V(q,a) =Yg, a) + ¥, a),

where o = (@1, c2) ig a constant. Let e; = 2E. The differential equations for

the ¥, are
Iy

9 _
dgz 2’

a2
9 1 +2V (1) — a1y +ai =0,
dq

where we have used relation (8.53). Ignoring integration constants we therefore

and

have

a1

2
[0}
(g, o) = f \/Oq —2V(q1) — 2 dag1,

Uz (g2, ) = raga.

A solution to the reduced Hamilton-Jacobl equation is thus

g:/mdql—i—aw%

where
a3
fla, o) = a1 —2V(g) — —.
a1
Now,
1 o
AVt
M = )
0 1
s0 that

1
detM = ——

2T’
and hence the solution is complete provided f > 0. The position functions ¢y
and g¢o are determined from the equations

F: a1 ; 1[ dgy ;
A - S
an 2 \ f(Qlaa)
5 o dg ,
o = T T (e T = 42,
Doy g3/ flq1, )
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where the 5; are constants. The solution of the problem is thus reduced to
quadratures. Note, that by equation (8.36),

o
Pa = — = g = const.,
Dz

and hence the angular momentum of the particle is conserved.

8.5.2 Conditions for Separable Solutions*

The method of additive separation enables us to circumvent the problem of
integrating Hamilton’s equations or the equivalent system of Euler-Lagrange
equations. Unfortunately, the method is not generally applicable .o Hamilton-
Jacobi equations and its success depends largely on the form of the Hamilto-
nian. As remarked earlier, even cocrdinate transformations affect the process.
We saw In Example 8.5.2 that the reduced Hamilton-Jacobi equation for the
central force problem is separable in polar codrdinates. The same problem,
however, is not separable when it is formulated in Cartesian coordinates (see
Example 8.5.3). Some problems have more than one codrdinate system in
which the Hamilton-Jacobl equation is separable; others have no codrdinate
gystems that lead to separable sclutions.!?

The importance of identifying Hamilton-Jacobi equations that are sepa-
rable was recognized soon after the equation was first derived. Liouville (ca.
1846) studied the problem for the case n = 2. For a special but important
class of Hamiltonlans he established necessary and sufficient conditions for
separability. Later, Stickel (ca. 1890) generalized the results of Liouville for
systems where n > 3. Both Liouville and Stackel were concerned with Hamil-
tonians where the underlying codrdinate system is orthogonal. Levi-Civita (ca.
1904) generalized the results for nonorthogonal codrdinate systems. There are
still many unanswered questions concerning the separability of the Hamilton-
Jacobi equation. The monograph by Kalnins [43] details some of the newer,
more specialized results in this field. Kalnins also discusses some of the basic
questions and provides a number of key references on the subject. Here, we
limit our discussion to a few elementary results with examples.

A significant class of problems in mechanics has a Hamiltonian of the form

H(q,p) =T(q,p) + V(a),

where V Is a potential energy term, and 1" is a kinetic energy term of the form

k=1

10 The famonus “three body problem” is among these.

—_
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where the ' are positive functions. The feature to note in the above form for
H is that the p; appear only in the combination pi (this indicates that the
underlying codrdinate system is orthogonal). Hamiltonians of this form lead
to a reduced Hamilton-Jacobl equation of the form

1 o ?
k=1
where o is a constant. The results of Liouville and Stackel concern essentially

equations of the form {8.55).

Theorem 8.5.1 (Liouville) A necessary and sufficient condition for the
Hamalton-Jacobi equation

1 AN A
5 {Cl (a—ql> + (5)_(12> } +Vig) = o, (8.56)
where the C are positive functions of (, to have a separable solution is that

there exist functions vy, 1, 01 depending only on ¢ and functions vy, pg, 0o
depending only on g such that

C‘1: H ’
o1+ oz
CQZL,
g1+ 02
and
V= V1+V2.
01+ 02

Proof: We first show that the equations for €, (3, and V' are necessary
conditions for separability. Suppose that equation (8.56) is separable. Then
there exists a complete solution ¥ of the form

LZ—/(q: CE) = “pl (gl: 05) JF WQ(Q‘Q: CE),

and substituting this solution inte equation (8.56) gives

1 A A
§ {C]_ (%) + (qu> =a;—V. (857)

For simplicity, let

b= | —
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Note that 4 depends only on ¢; and B depends only on ¢o. Equation (8.57) is
satisfied for a continuum of a1 and as values, and differentiating this equation
with respect to a4 yields

CrAy + CaBy =1, (8.58)

where Ay = dA/dy, By = OB/day. Similarly, differentiation with respect to
g gives

Ci Az + CaBy = 0. (8.59)

Equations (8.58) and (8.59) can be viewed as a system of linear equations for

the Cy. Now,

oy 09, (S 55t )

Oq g2 O (a1, az)
where the final factor on the right-hand side is a Jacobian term. The sclution
¥ is complete and therefore the terms 9%;/0g, cannot vanish identically.
Moreover, detM £ 0, so that the Jacobian term cannot vanish identically. We
may thus choose a particular set of values a1, as such that these terms are
nonzero and solve equations (8.58) and (8.59) to get

Ay By — AsBy = (8.60)

1

1
_ Aq _ B
Cli& By 027&,&'

As - By Ag EBs
Since A does not depend on g, neither 4; nor As depend on gs; a similar
gtatement can be made regarding B1 and Bs. We may thus take pq = 1/49,
pe = —1/Bs, 01 = A1/45, and g9 = —B;/Bs. We can use equation (8.56) to
show that

Ag Bg
V= A _ B
Ag B
vt
O']_JFJQ

hence, the equations for the C'y and V are necessary conditions for separability.
To establish sufficiency, consider a Hamilton-Jacobl equation of the form

1 v * AN IR
A o= o nrT_ ., 8.61
2(o1+ o2) {'ul (391> T (392> }+01+02 “ (8.61)
where g1 + g2 # 0. We can determine a solution of the form ¥(q,a) =
W1 (g1, &) + Po(ge, a) from the equations

L (on
9 H1 a1
L (o
9 2 It

2
) + 11 — 101 = g,

2
) + Vo — 109 = —ag,
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where oy 1s a constant. Hence,

2
U = / \/(&2 + a0y — v1) dgy,
#1

2
WQ_f\/—(—ag+a101—Vg)dQQ.
M2

(Note that g1,z > 0 since 1, Ca > 0 by hypothesiz.) It remains only to
show that the solution ¥ determined in this manner is complete. The sclution
¥ has continuous second-order derivatives provided

and

2
D= —(&2+O¢10‘1 — I/]_) > 0,

1
2
B = —(—Ozg + o101 — I/Q) > 0.
2
Moreover,
— T 1
Mi\/ﬁ Mi‘\/ﬁ
M= )
(o] 1
J-tz\/E J-tz\/E
and thus
detM = M 0.
,U«lf-bg\/ﬁ
The solution is thus complete in the domain defined by D > 0, F > 0. a

Example 8.5.3: The reduced Hamilton-Jacobi equation of Example 8.5.2
can be readily put in the form (8.61). The reduced Hamilton-Jacobi equation
from this example is equivalent to

1 2 3;{,)2 (59T’>2 Q’%V(QI)
sl ) 11— + = = o,
293 { ! (39‘1 Bg a3 !
and we may take g = g7, e = 1, 01 = g%, 2 = 0, 1195V (g1), and 15 = 0. We
could have thus concluded that a separable solution exists before we embarked
on finding it.

Suppose, however, that the problem was initially posed in Cartesian
codrdinates (z,¥). The reduced Hamilton-Jacohi equation in this codrdinate

system is
1 /eeN?  Jow\?
it kel il 2 2y _
2{(559) +(ay) }+V(\/az ) = on.

For the central force problem, the potential function V must depend on z and
y only through the combination +/z2 + %2, This means that we cannot get V'
in the separated form required by Liouville’s theorem (unless V' is constant)
and hence no separable sclution exists for this equation.
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The sufficiency part of the above theorem can be easily extended to higher
dimensions. Specifically, it can be shown that a Hamilton-Jacobi equation of
the form

I (5@’>2+ N (597)2 PR R
Wor+ - +oa) |t An P B, o tta, D

(8.62)
where the functions vy, ug, and ox depend only on g, > 5, or > 0, and
ik > 0, admits a complete solution of the form

LZ—/(q:&) = g—fl(glyod) + e + ‘Apn('g"ﬂ:a)

In fact, ¥ is given by

2 T
‘-pl:/ E(ngl_Vl‘f‘Zak)dQL

k=2

2
¥, = /\/(alak — v — ay) dgy,
3

for &k = 2,...,n. Reduced Hamilton-Jacobi equations of the type (8.62) are
gald to be in Liouville form.

If n = 2, then a Hamilton-Jacobi equation must be reducible to Liouville
form for a separable solution to exist. If n > 3, however, there are equations
that are not reducible to Liouville form that are nonetheless separable. Stackel
studied this problem and arrived at the following characterization.

and

Theorem 8.5.2 (Stickel) A necessary and sufficient condition for the re-
duced Homilton-Jacobi equotion (8.55) to be separable is that there exists a
nonstngular malriz U with entries ug;, where for j =1,... 0, ug; s a func-
tion of qu only, and a column matriz w = (w1,...,w,)", where wi 15 a
function of qi only, such that

D Crura = 1, (8.63)
k=1
Z Chur; =0, j=2,...,m, (8.64)
k=1
chwk =V (8.65)
k=1

Proof: The proof of Stackel’s theorem is similar to that given for Licuville’s
theorem. We give only a sketch of the proof here. We first establish that
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equations (8.63) to (8.65) are necessary for a separable solution. Suppose that
the Hamilton-Jacobi equation (8.55) is separable. Then there exists a complete
solution of the form

¥ = lpl(fj‘l, Od) + 4t “pn(gnr CE). (866)

Substituting the above solution into equation (8.55) and differentiating with
respect to the oy gives the equations

L, 1/
. | 8.67
; * i, Bon Oy (8.67)
and
t ol 8
M k ko1, j=2,....n (8.68)

R TR
Pt Aqr, Oary gy,

The coeflicients of the Cy In the above linear equations are functions of gy
only. Moreover, the determinant of the coeflicients is

ol o,
A= M gam
dqy Agy,

where M is the matrix with entries {§*W/8a;0q:}. Since ¥ is a complete
solution we have that A cannot vanish identically and therefore we may choose
a particular set of o such that A =£ 0. We can thus take

o, P

T By BoyOgr”

and substituting these expressions into equations (8.67) and {8.68) yields equa-
tions (8.63) and (8.64). Note that the matrix U thus defined is nonsingular
gince A £ 0 for our choice of @. The Hamilton-Jacobi equation (8.55) implies
that the potential term V can be written In the form

1< anN >
V_O“QZCk(agk) )
k=1

and using equation (8.63) this equation is equivalent to

§ 1 /od*
V= ch (Cflukl ) (5—%> ) ’
k=1
go that equation (8.65) is satisfied with

1 /80"
W — QqUE1 — § B—gk .
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Suppose now that the reduced Hamilton-Jacobi equation {8.55) satisfies
equations (8.63) to (8.65). We can therefore recast equation (8.55) as

1 e BELT/k- 2 e e
§ch(—> +Zokwk:a1zckuk1+---
k=1 k=1

a
Ik k=1
T
+ o E Ckukna
k=1
where @, ..., a, are arbitrary constants. The above equation can be reorga-

nized in the form

" 1/ aw\?
Z Cidol o) — (onten + e+ i —wy) ¢ = 0.
Pt 2\ dgg

Although the C% may depend on g1,...,¢,, the coefficient of each C} in the
above equation involves only 8¥/8g, and g;. We can thus construct a sclution
of the form (8.66) from the equations

N\ ®
) = 2orurr + -+ Cnlen — wi) = hi(gr, @); (8.69)
Gk
le.,
G — / elan, ) dax, (8.70)
fork =1,...,n,and it can be shown that such a solution is complete provided
helgp,e) > 0for k=1,...,n. O

The equations (8.63) to (8.65) are sometimes called the Stickel condi-
tions. The matrix U is nonsingular and hence equations (8.63) and (8.64)
can be solved for the . The inverse matrix 8 = U1 is called a Stickel
matrix.

If the reduced Hamilton-Jacobi equation is separable, then the underlying
Hamiltonian and Lagranglan systems can be solved by quadratures. It is in-
teresting to note that in this case the Hamilton-Jacobl formulation and the
Stackel matrix can also be used to derive n conservation laws (first integrals)
for the system. In detail, if there exists a complete sclution to equation (8.55)
of the form (8.66) then the ¥ satisfy equations (8.70). Now

} o
=5 = Crpr,
Pk

and therefore

ov

qr = Ckaqu = CpvVhrlg, @). (8.71)

(Note that the 'y depend on gi,...,q, and so the §; depend on these vari-
ables.) Rearranging equation (8.71) and uging the definition of Ay gives
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LN 2
l e = iUkl o+ T Qp Uy — W
9 Ck 1UE1 ntlkn ko
and using the inverse matrix S, this expression yields the conservation laws
Zskj ola ) twi)=ak (8.72)
i=1 !

for & = 1,...,n. Here, sg; denotes the kth row, jth column entry in the
Stackel matrix.

Example B.5.4: The central force problem in three dimensions using spher-
ical coordinates leads to a Hamiltonian of the form

H{q,p) = 5 By T +V(q)
’ 2 \ 1 q% q% sin® g2 v

where, In familiar spherical codrdinate notation, g1 = r, g2 = #, and g3 = ¢,
(r = gicos gasin g3, ¥ = ¢18in gogin g3, # = g1cos ¢3). The corresponding
reduced Hamilton-Jacobl equation is of the form

3 2
1 v
3 E Ck (a—gk> + Vig) = a1, (8.73)
k=1

where aq is a constant, and

1 1 1
Ci=—, Co=—xp, C3=

m mygy maf sin® g

To find a suitable matrix U we need to find elements uyy; such that each wug;
depends only on gz, and

Chuag + Cougy + Causy = 1,
Chure + Cougs + Cuge = 0,
Chursg + Couss + Caugg = 0.

The first equation is satisfied if w13 = m and us; = u31 = 0. The second

equation is satisfied if wys = 0, uge = —1/sin®gqo, and uzy = 1. The third
equation is satisfied if wyz = —1/4%, uas = 1, and uss = 0. Hence we have the
matrix
e 0 -1
qf

U=|0-—-1_ 1 |,

sin® gg

0 1 0

and since
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detU = —m £ 0,

U is nonsingular for ¢; > 0, 0 < g2 < 7. The choices wy = mV(g), we =
wy = 0 suffice to meet the Stackel condition (8.65). We can thus conclude
that the reduced Hamilton-Jacobl equation is separable. Now,

B, 0) — 2 (mal -2 mV(gl)> ,

1

ha(ge, ) =2 ( O;Q +O¢3> ;

sin” g9
hs(gs, ) = 2aq,

¥ = f\/Q (mal — % — mV(gl)> dgq,
1
E[/2_‘/'\/2 <_ .CEQQ +013> d921
sin” gg

ELTIQ = 20{2(]3.

and hence

The Stackel matrix S is given by
11
T
S=|(0 0 1

1
0 1 sin? gg

and it can be shown that the three conservation laws associated with the
system correspond to the conservation of energy, angular momentum about
the polar axis (the z-component of the angular momentum), and the angular
momenfum.

Finally, it is interesting to note that if we generalize the problem to allow
for a general potential function V' {q), the Stickel condition (8.65) implies that
V' must be of the form

1

1
Vig) =Vilg) + 5Velae) + 55 Valga)
q; g1 sin” go

in order that the corresponding reduced Hamilton-Jacobi equation be separa-

ble.

The results of Licuville and Stackel apply to Hamiltonians where the un-
derlying g, ..., gy codrdinate system is orthogonal (there are no cross terms
434k, § # k, in the kinetic energy function). It is natural to enquire whether a
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characterization of separable systems exists for nonorthogonal systems. The
following result, which we state without proof,'! applies to codrdinate systems
not necessarily orthogonal.

Theorem 8.5.3 (Levi-Civita) A necessary and sufficient condition for the
reduced Hamilton-Jacobi equation defined by

H(Qla- s fnyPLy .. ap'ﬁ) = 01,
o

Pe = 5>
g

to be separable is that the Hamiltonian H satisfy the %n(n — 1) eguations

OH 6H &82H OH 6H &*H

Opr. Op; Oqrdq;  Opr Og; Oqr0p;

OH 8H H*H AH 8H &°H
 Aqr Op; Oprdyy - Oqx Dq; Oprdp;’

where § £k, end 5,k =1,... n.

Theorem 8.5.3 is a launching point for much of the work on separable
systems, particularly with the characterization of cotrdinate systems in which
certain Hamilton-Jacobi equations can be separated. The reader is directed
to Kalnins [43] for further results and references.

In closing this section (and chapter) we comment again that although
the Hamiltonian formulation and the Hamilton-Jacobi equation are often of
limited practical value for actually solving the Euler-Lagrange equations, they
are useful in developing the underlying theory and making connexions across
seemingly disparate theories such as electromagnetism and geometrical optics.
In defense of the Hamilton-Jacobl equation as a tool for solving a variational
problem, the sobering reality is that there is no general method for finding
solutions analytically. For a limited but important. class of Hamiltonians, the
Hamilton-Jacobl equation is separable and produces general solutions. In its
wake it also brings a wealth of byproducts such as conservation laws.

Exercises 8.5:

1. Consider an optical medium with a refractive index of the form

niz,y) =/ f@) +g(y),

where f and g are functions such that n > 1. The light rays in this medium
are given by the extremals {z(¢),y(t)) to the functional

131
J{z,y) :f n(x, y)/ 22 + y2 dt.
¢

0

' The proof can be found in Kalnins [43], p. 13.
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Determine the assoclated Hamilton-Jacobl equation and use Liocuville’s
theorem to show that it must be separable. Reduce the problem of find-
ing the extremals to quadratures. Note that this functional also models
geodesics on a class of surfaces called Liouville surfaces.

2. The motion of a particle under gravity on a smooth spherical surface of
radius R gives a kinetic energy term

T(6,4) = %mRQ(QQ + sin? 832,
and a potential energy term
V(8) = mgRcostb.

Here, & and ¢ are polar angles, with # being measured from the upward
vertical. Derive the Hamilton-Jacobl equation and show that it is separa-
ble. Reduce the problem of finding the extremals to quadratures.

3. The motion of a particle of mass m in parabolic codrdinates (£,7,¢) =
{(g1,q2,93) gives a Hamiltonian of the form

2 2 + 2 2
H-= g1y T g203 3 + V(q).
moogq gy 2mg1go

Let

41+ g2
Use Stickel’s theorem to show that the corresponding Hamilton-Jacobi
equation 1s separable. Find a separable solution.
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Noether’s Theorem

9.1 Conservation Laws

Let J be a functional of the form
z
J(y) :/ f(a:,y,y’,...,y(“)) dz. (9.1)
o
If there is a function ¢z, 1,1/, .., ¥%)) such that

d
EQB(CE’ y,y ... ,y(k)) =0 (9.2)

for all extremals of J then relation (9.2) is called a kth order conservation
law for J (and the associated Buler-Lagrange equation). For example,

S
oy’

f (0.3)

is a first-order conservation law for any functional of the form

J(y) = /Il flyy')dz (9.4)

(Theorem 2.3.1). The definition of a conservation law can be adapted to cope
with functionals that involve several dependent variables. The definition can
also be generalized for functionals that involve several independent variables.
In this case ¢ is a vector function, and conservation laws are characterized by
the divergence condition

V.¢=0.

We focus exclusively on the single independent variable case, but note that
the results can be extended for functionals that involve several independent
variables.
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Conservation laws usually have an important /interesting physical interpre-
tation (e.g., conservation of energy). In addition, they can materially simplify
the problem of finding extremals when the order of the conservation law is less
than that for the corresponding Euler-Lagrange equation. The Euler-Lagrange
equation for the functicnal defined by (9.1) iz of order 2n, and equation (9.2)
implies that

dlr,y, v, . .. ,y(k)) = const. (9.5)

If &k < 2 then the above relation is a differential equation of lower order that
each extremal must satisfy. Such relations are called a first integral to the
Euler-Lagrange equation. The right-hand side of the relation is a constant of
integration that is determined by boundary conditions.

Given a functional of the form (9.1), it is not chvious how one might derive
a conservation law, or for that matter, if it even has a conservation law.
If the functional arises from some model, then the application itself might
suggest the existence of a conservation law (e.g., conservation of energy).
Some functionals may have several conservation laws; others may have no
conservation laws. The problem is thus to develop a systematic methed to
identify functionals that have conservation laws and derive an algorithm for
their construction.

A central result called Noether’s theorem links conservation laws with
certaln Invariance properties of the functional, and it provides an algorithm
for finding the conservation law. In this chapter, we present a simple version
of Noether’s theorem that is motivated primarily by the pragmatic desire to
find first integrals. We limit our discussion mostly to the simplest case when
n = 1. A more complete study of Noether’s theorem can be found in Bluman
and Kumei [11] and Olver [57] especially for the case of several independent
variables.

9.2 Variational Symmetries

The key to finding a conservation law for a functional lies in identifying trans-
formations under which the functional is invariant. Let

zy
J(y) = / o,y o) de. (9.6)
Z0
We consider a one-parameter family of transformations of the form

XZQ(Iry;E)v Y:%D(Iay;ﬁ): (97)

where € and ¥ are smooth functions of z, ¥, and the parameter ¢. In addition,
we require

Bz, ,0) =2, ¥(z,50) =y, (9.8)
so that the parameter value ¢ = 0 corresponds to the identity transformation.
Examples of such families are given by the translation transformations



9.2 Variational Symmetries 203
X=x4+e Y=y, (9.9)

X=z, Y=y+te¢ (9.10)

and a rotation transformation
X =zcose+ysine, Y = —zsine+ ycose (9.11)
The Jacobian matrix for the transformation (9.7) is

Sow i)

with determinant
A(E: Y, E) = 91% - eyd)m

Now, ¢ and % are smooth functions; therefore, A iz a smooth function. More-
over, since

Alz,y;0) =1,
the continuity of A with respect to ¢ indicates that
Az, ye) #0 (9.12)

for |¢| sufficiently small. Relation (9.12) implies that the transformation (9.7)
has a unique Inverse

r=0(X,Y;e), y=¥(X,Y;e), (9.13)

provided |e| is small (Theorem A.2.2). For example, the inverse of transfor-
mation (9.9) is

r=X—¢ y=Y,

and the inverse for transformation (9.11) is
z=Xcose —Ysine, y=Xsinet Y cose.

For a given function y(z) we can use relations (9.13) to eliminate = and
determine Y as a function of X. In the following discussion we have occasion
to consider Y as a function of X and some confusion might arise. We thus use
the symbol Y, (X) to distinguish this case from ¥ (z). Consider, for example,
the transformation (9.9). Here = X — ¢ and hence for any ¥

ylz) =Y (z) = y(X — ¢) = Ye(X).

If, for instance, y(z) = cos(x), then Y. {X) = cos(X —e¢). For another example,
consider transformation (9.11) with y(z) = . Then,

z=Xcose — Ysine =y(z) = Xsine+ Y cose.
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Solving the above relation for ¥ in terms of X and € gives

.Y_E(X) _ COoB € —SII’IEX-

sine + cose

We alsc use the notation

¥, (X) = Y00,

Note that, for transformation (9.7), (9.13),

dr = (Bx + OyY (X)) dX, (9.14)
dy = (Fx + Y, (X)) dX, (9.15)

and hence

_ Ux + Uy Y (X)
Ox + By Y. (X)

We studied the effect of point transformations such as (9.7) on varia-
tional problems in Section 2.5 (for fixed values of €). Theorem 2.5.1 shows
that the transformed problem is variationally equivalent to the original prob-
lem. Generically, however, the integrand defining the functional changes un-
der a transformation. Of special interest here are transformations that do not
change the form of the integrand.

The integrand f(x,vy,vy") of the functional ./ is said to be variationally
invariant over the interval [zg, 1] under the transformation (9.7) if, for all €
sufficiently small, in any subinterval [a,b] C [zg,z1] we have

y'(x) (9.16)

b be .
[ fev@ @i = [ e
for all smooth functions y on [a,b]. Here,
ae = B{a,yla) e), b =8, yb);e).

In this case the transformation {9.7) is called a variational symmetry of .J.

Example 9.2.1: Let 50 =0,z =1,
Fy,y) = v (@) + o (@),

and consider the transformation (9.9). For any € we have by equation (9.14)
dr = dX, and by equation (9.16)

y' () = Ye(X).

Therefore, for any [a, ] € [0,1] we have
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Awy%w+f@ndz—£HYﬁﬂxw}?mﬂdx

+e

ble
:/" 7{X,Ye(0, Y (0)) dX.
a+te

We thus conclude that transformation (9.9} is a variational symmetry for J.

Example 9.2.2: Let 27 =0, 2, =1,
fla,y,v) = v (z) + 29 (@),
and consider again the transformation (2.9). Now,

v2(x) + 03(@) = V2(0) + (X - 9Y2A(X)
— 1 (X Y00,Ye00) - e20),

and hence for any [a,b] C [0, 1],

b
Mm:/“ﬂL%yMr
ab+e .
:/ X,V Vo) dxX
a-+¢e

ble
e / Y2(X)dX,
a+te

go that the transformation (9.9) is not a variational symmetry for J.

In fact, it can be shown that transformation (9.9) is a variational symmetry
for any functional of the form {9.4). It can also be shown that transformation
(9.10) is a variational symmetry for any functional of the form

J(y) = /ml flz,y")dx. (9.18)

The notion of varlational Invariance can be extended to functionals that
involve several dependent variables. Let q = (g1,...,9,) and

J(a) = /tl Lt,q,q) dt.

to

We consider transformations of the form

I'=0(tae), Qr=1txltae), (9.19)
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where & = 1,...,n. Here, # and ;. are smooth functions that satisfy

O, a;0) = ¢, P, q;0) = gp.

Similar arguments to those used for the previous case can be used to show
that the transformation (9.19) is invertible. The integrand L(?,q,q) is vari-
ationally invariant over [¢g,¢1] under the transformation (9.19) if, for all |¢|
gmall, in any subinterval [a, 5] € [4g, t1], we have

3 3.
[ sta@d= [ LT, QDT (9.20)
for all smooth functions g on [a, 3]. Here, @, = 8(a, q(a); €), 5. = 8{(3,q(3); €),
and ' denotes d/dT.

Example 9.2.3: Letn=2,¢,=0,¢ =1, and

1 K

2 Vi + a3
where m and K are constants. A Lagrangian such as this arises in the Kepler
problem modelling planetary motion (Fxample 1.3.2). The integrand does not

contain # explicitly and we can show that the transformation
T=t+e Qw=aqk (9.22)

1s a variational symmetry. For variety, however, consider the transformation

T=1t,
)1 = qucose + gosine, (9.23)
(J2 = —qg1sin€ + gacose,

which represents a rotation of the space variables . Now, d1' = dt, and

QL) = gicos€ + gosine,
Ly = —g1sine + gocose,
go that
K

1
T Qe Q) = ym QA+ Q) +
€l €2

1
=3 ((grcose + gosine)® + (—gasine + gocose)?)
N K
(108 € + gosine)? + (—g18ine 4 gacos€)?
1

m(gF+45) +

2
L{t,q,q).

K
Vait+a
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Hence, for any [a, 3] < [0,1] we have

a8 3
f Lt ) dt f LT, 0., Q) dT,

o o

and consequently [ is variationally invariant under transformation (9.22). We
thus see that this functional has at least two variational symmetries.

Exercises 9.2:

1. Let o
J{y) :f zy/? dr.

o]

Show that the transfermation
X=z+4+e2zlnz, YV =_0+¢ey (9.24)

1s a varlational symmetry for J.

9.3 Noether’s Theorem

We know from Section 2.3 that the quantity H (the Hamiltonian) defined
by equation (9.3) is constant along any extremal for functionals of the form
(9.4) and from Section 9.2 that such functionals have the variational symmetry
(9.9). In addition, we know (Section 2.3) that any functional of the form (9.18)
has a conservation law, viz.,

('“)_y" = const.,
and that the transformation (9.10) is a variational symmetry for such a fune-
tional. Although this iz a special selection, we may suspect that the exis-
tence of a conservation law is linked with that of a variational symmetry. In
this section we present a result called Noether’s theorem, which shows that
each variational symmetry for a functional corresponds to a conservation law.
Noether’s theorem also provides the conservation law.

Before we state Noether’s theorem, we need to introduce another term.
Taylor’s theorem shows that transformation (9.7) can be written

X = 6(z,;0) ()

+ O(e%),

JFEE
5,
Y =9z, y;0) —i—ea—d)

€

(z,1;0)

(=,1,0)
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provided |e| is small. Let

af
g(rry) - a (m,y;O)’
_H
n(a:,y) T e (az,y;O)‘

Then, relation (9.8) gives
X =z +ef 4+ 02,
Y = y+en+O(),
go that, for |e| small, the linear approximation to the transformation is
Xwa~atef
Y &y ten.

The functions £ and # are called the infinitesimal generators for the trans-
formation (9.7). Similarly, the infinitesimal generators for a transformation of
the form (9.19} are given by

a6
t -
stq) Je | (t,0;0)”
Yy
et a) = Oe (t,q;0)

Theorem 9.3.1 (Noether) Suppese that f(z,y,y") is variotionally invari-
ant on [To, 1] under transformation (9.7) with infinitesimal generators € and

1. Then
a a
778_3):' +¢£ (f N 8_;y'> = consl. (9.25)

along any extremal of

J(y) = / a9, y) da.

Remark: In the notation of Chapters 7 and 8, equation (9.25) can be written
np — EH = const. (9.26)

The left-hand side of this equation is precisely the same quantity encountered
in the general variation condition (7.23). Noether’s theorem can be proved
using a calculation similar to that leading to this condition. The main differ-
ence is that we are no longer dealing with arbitrary variations; instead, we are
restricted to the one-parameter family of functions defined by transformation

9.7).
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Proof: Let .
J() :f flz,y,y) dz,

where o and b are numbers such that a < b, [a,b] T [zg, 1], but otherwise
arbitrary. Here, we regard .J as a functional with variable limits of integration.
By hypothesis f is variationally invariant and hence for any X, Y, defined by
transformation (9.7) we have

be b
W) - I = [ AV AN~ [ fEuy)dr=0. @0

Suppose that v is an extremal for J. For le| small we can regard Y along
with the limits a., b, as a special case of a variation with free endpoints, since
condition (9.27) is stronger than simply requiring that J(Y,) — J(y) = O(€?).
We may thus use the calculations leading to equation {7.23}. Here,

X:r+65+0(62):r+6X0,
Y, :y+en+0(62):$+eYo.

We cannot argue as in Section 7.2 that the Euler-Lagrange equation is satisfied
because we are not. free to choose the special class of endpoeint variations that
vanish. We can nonetheless assert that the Euler-Lagrange equation is satisfied
by Y, because extremals map to extremals under point transformations {The-
orem 2.5.1), and the invariance of f implies that the Euler-Lagrange equation
is unchanged for these transformations. We are thus led to the relation

b
np—EH L= 0. (9.28)

Since [a, b] is an arbitrary subinterval of [zg, 21], it follows that np — £H must
be constant along any extremal. O

Example 9.3.1: We can rapidly recover Theorem 2.3.1 from Noether’s
theorem. Let J be a functional of the form (9.4). We know from Section 9.2
that the translational transformation (9.9) is a variational symmetry for .J.
Now,

e
g(l‘ay) - E e = 1,
g
7’."(1‘1 y) - a 0 -
Equation (9.25) thus implies
af
!_ —_— e =
Y By f = H = const.

along any extremal.
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Example 9.3.2: Consider the functional and transformation of Exercise
9.2-1. The infinitesimal generators for this variational symmetry are

f(z,y) = -2z nz,
n(z,y) = y.
Noether’s theorem indicates that
zyy’ — y?2flng = const. (9.29)

along the extremals for J. We can verify that the above expression is satisfied
for all extremals by differentiating the left-hand side of equation (9.29) and
applying the Euler-Lagrange equation,

(Iy!)l =0,

assoclated with the functional. In detail

@) =2y )
= (a:y’)" (y — zy' In z)

+ (=) (' — (zy) Inz — o)
—0.

Note that the translational transformation (9.10) is alzso a variational symme-
try for J. This symmetry leads to the conservation law

!
xYy = const.,

which can be deduced readily from the Euler-Lagrange equation.

Noether’s theorem can be generalized to accommodate functionals that
involve several dependent variables. In this case, it takes the following form.

Theorem 9.3.2 (Noether) Suppose that L(t,q,q) is variationolly invars-
ant on [ty, t1] under the transformation (9.19), where q = (g1,...,qx). Let £
and m, be the infinitesimal generators for this transformation,

oL
pki aqu

and .
H=> prip— L
k=1
{the Hamiltonian). Then

b3
Zp;mk — HE = const. (9.30)
k=1
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along any extremal of
Ty
= | Dtadd.
to

Example 9.3.3: Consider the Lagrangian I, of Example 9.2.3. We know
that the translational transformation (9.22) is a variational symmetry. For
this transformation £ = 1, n; = 0, and Noether’s theorem gives

H = const. (9.31)

along extremals. The rotational transformation (9.23) is also a variational
symmetry. In this case £ = 0, and

— 2 (qreose + gosine)
m—ae (1008 € + gasine

= (—g1sine + gocose)

e=0
= 42,

and

a

e = o (—g18ine + gacose)

= {—qicose — gosine)

e=0

e=0

= -
Equation (9.30) thus gives

g142 — 4291 = const. (9.32)

along extremals.

The Lagrangian in the above example comes from the Kepler problem
(Example 1.3.2), where g denotes the position of the planet. Equation (9.31)
indicates that energy is conserved along the orbit of the planet (see Example
3.2.2). The second conservation law {9.32) is less obvious. This equation cor-
responds to Kepler’s second law of planetary motion, viz., the conservation
of “areal velocity.” In the nexi example we explore connexions between some
well-known conservation laws from classical mechanics and the corresponding
variational symmetries.

Example 9.3.4:  Let q{t) = (g1(%),92(¢),¢3(t)) dencte the position of a
particle (in Cartesian codrdinates) at time ¢. The kinetic energy i

. 1 ) ) .
ey =gm (65 +d+d5),

where m denotes the mass of the particle. Let V' (¢,q) denote the potential
energy. Hamilton’s Principle implies that ¢ is an extremal for
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J(q) = fl Lt, q,q) dt,

0

where the Lagrangian is

L(ta q, Q) - T(q) - V(ta Q)‘ (933)

The well-known conservation laws of energy, momentum, and angular mo-
mentum correspond to translational or rotational variational symmetries for
J.

A. Conservation of Energy

Suppose that L is variationally invariant under the transformation

T=t+e Qw=q, (9.34)

where k. = 1,2,3. Then £ = 1, and 5z = 0 for £ = 1,2,3. Noether’s theorem
thus gives the
H=T+V = const.,

go that the total energy is conserved along an extremal.
B. Conservation of Momentum
Suppose that I is variationally invariant under the transformation

T=t Qh=aqa+te Qr=a, (9.35)

for k=2,3. Then{ = 19 = 13 = 0, and 1 = 1. In this case Noether’s theorem
gives
aL .
P = —— = mygy = const.,
g1
which Indicates that the g1 component of momentum is conserved.
C. Conservation of Angular Momentum

Suppose that I is variationally invariant under the transformation

T =1,

€)1 = qucose - gosine,
(o = —gysine + gocose (9.36)
(s = gs. (9.37)

Then £ =0, 91 = ga, 72 = —q1, and n3 = 0. For this case Noether’s theorem
yields
142 — p2g1 = const.

Now, the momentum vector is p = (1, p2, p3), and the angular momentum
about the origin is p A q. Evidently, the term p1gs — p2qq 1s the gz component
of the angular momentum vector; hence, Noether’'s theorem implies that this
component of the angular momentum is conserved.
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Noether’s theorem thus provides a nice mechanism for interpreting well-
known conservation laws in terms of variational symmetries. For Lagrangians
of the form (9.33) we can readily deduce the appropriate variational symme-
tries from the potentlal energy function V. If, for instance, V' does not contain
t explicitly then we have the conservation of energy. If V does not depend on
one of the g then we know that the corresponding component of momentum
is conservecd. If V corresponds to a central force, i.e., V = V(, r), where say

? = 43 4¢3, then we have that the g3 component of the angular momentum
is conserved.

9.4 Finding Variational Symmetries

The reader will appreciate at this stage that the crux with Noether’s Theorem
is finding the variational symmetry. In fact, it Is clear from the statement of
Noether’s theorem that we need find only the infinitesimal generators of a
variational symmetry in order to construct the corresponding conservation
law. In this section we give a method for finding variational symmetries. The
method is based on the following result, the proof of which we can be found
in Wan [71], or in a more general form, in Glaquinta and Hildebrandt [32].

Jy):/ 1f(sc,z,f,?,r’)ci’:r.

The transformation (9.7) with infinitesimal generators & and n is a variational
symmetry for J if and only if

a a
5i+n;q%ﬁfy%)

Theorem 9.4.1 Let

of

o Ef = (0.38)

for any smooth function y on [xg,x1]. Here,

' 87’." 87'." "

"= o 8y

and ot or
r_ Y Y5 !

&= dz - 5y

Equation (9.38) can be used to find the infinitesimal generators n and &.
Prima facie, It seems thal we have one differential equation for two unknown
functions, but the equation must hold for any ¥ not just extremals, and it
is this condition that yields additional equations. The condition (9.38) is a
relation of the form

Wiz, y,y') =0, (9.39)
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that must hold for all . The unknown functions n and £ depend only on z
and ¥y, so that we do know how W depends on 3 in terms of £ and 5. Now,
equation (9.39) is an identity that must hold pointwise on [zqz1] for any choice
of y. Since we may always choose y(z*) and v'(z*) independently at any point
x* € [zgr1], we can regard ¥ as an independent, variable for this identity. This
means that we can supplement equation (9.39) with equations of the form

W

Y =0, (9.40)
where ¢ and y (hence 7 and £) are held fixed for the differentiation and
k=1,2,....1 For example, suppose that

Wiz, y,y) = Ay* + By + C,

where A, B, and C are functions that depend explicitly on z, v, £, n along with
the partial derivatives of the generators. Then, equation (9.40) implies that
the coefficients of ¢/2, ¢ must vanish; i.e., 4 = B = 0, and hence €' = 0. These
three equations can then be used to determine £ and 7. Note that we expect
an overdetermined system, since variational symmetries are special and not
every functional has them. Moreover, if there exist £ and n that satisfy these
equations we expect these functions to be determined to within a constant
of integration because no initial data are specified. The above comments are
perhaps best illustrated through specific examples.

Example 9.4.1: Consider the functional of Exercise 9.2-1. For this func-
tional, equation (9.3%8) is

&% + 2z (s + 'y — V'€ — &) + 2 (& + VE)
= —aluy® + (€ + 2amy — x,) ¥ + 2an,1
= 0’

where £, = 3¢/8z etc. The coefficients of 4%, ¥, and %' must vanish; hence,

€, = 0, (9.41)
4 2zm, — 28, =0, (9.42)
zn, =0, (9.43)

L Of course, we could argue that similar expressions can be ascertained by differ-
entiating W with respect to the other independent variables # and y, but we do
not know n or £ at this stage (this is the purpose of studying the equation) and
hence we do not know how W depends on z and y.



9.4 Finding Variational Symmetries 215

for all € [xg, 1] and y. Equation (9.41) implies that £, = 0; hence, £ = £(z).
Similarly, equation (9.43) implies that n = 5, Since £ depends only on z, and
7 depends only on v, equation (9.42) is satisfied only if 7, = const.; therefore,

n(y) = a1y + ez, (9.44)

where ¢1 and cg are constants. Fquation (9.42) now gives the first-order dif-
ferential equation

o — %£+ 2c1 = 0. (9.45)

The differential equation (9.45) has the general solution

£ = 2cirlnz + 37, (9.46)

where c3 is a constant. Equations (9.44) and (9.46) thus define a three
parameter family of infinitesimal generators that correspond to variational
symmetries. The infinitesimal generators for the transformation of Exercise
9.2-2 correspond to the cholce o3 =3 =0, ¢; = 1.

Example 9.4.2: Let J be the functional defined by
=1
J(y) = / (rgyﬂ + y4) dx.
zg

For this functicnal, equation {(9.38) leads to the relations

z2¢, =0, (9.47)

2z + 2%y, — 2%¢, =0, (9.48)
222n, + '€, =0, (9.49)
oy’ + &,y =0, (9.50)

which the infinitesimal generators & and n must satisfy for the corresponding
transformation to be a variational symmetry. Equation (9.47) implies that
£ = £(x); hence, equation (9.49) implies that 1 = 1(y). Equation (9.48) thus
shows that v, = const., and equation (9.50) shows that £, = const. The
functions £ and n must therefore be of the form

E=cax+os, 1=cay+cu (9.51)
Substituting expressions (9.51) into equation (9.48) gives

2r (e1x + 2) + 22%cs — 2% =0,
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which must be satisfied for all € [zg,x1]; consequently,
e =0, Z2¢c3+tc =0 (9.52)
Substituting expressions (9.51) into equation (9.50) gives
dy® (esy 4+ ca) + a1yt = 0,
which must be satisfied for all ¥; hence,
ey =0, deg o =0. (9.53)

The only choice of constants that satisfies both (9.52) and (9.53) is ) = 3 =
0, so that £ = 0,7 = 0 is the only sclution to (9.38) for all = £ [xp,21] and all
7. In this case there are no varlational symmetries for the functional.

The condition for finding a variational symmetry for a functional of the
form

t1
T = [ Ltadd, 050

to
where q = {(¢1,...,¢) and n > 1, is somewhat more complicated than that
given in Theorem 9.4.1. Let £ and ,...,7n, be the infinitesimal generators

for the transformation (9.19), and let

AL <& AL .
(1) J A T Sl oL - L
priv(L) E@t +k=1 (nka% + P (mc E%)) ,

where
oL
PE T Bi
L 08 O~ O
£= It + ZQJa—%,
3% 3%
= + Z J

Theorem 9.4.2 The transformation (9.51) is a variational symmetry for the
functional defined by (9.54) if and only if

prYv(L) + LE =0 (9.55)

for all smooth q on [to,t1].
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Example 9.4.3: Kepler Problem
Let

oM,y K
L(t,q,q)zg(Q?Jrngﬁ’
1 2

where m > 0 and K are constants. Here n = 2, and

)

Now

al; . . al; . :.
pT(l)V(L) = 7715—91 + (771 - 59‘1) + 7725—92 + pa (772 - 59‘2)
161 + 17292 .. t. .. .
= Kﬁ +m (7'.1‘19‘1 — E‘fﬁ + 72g2 — E‘Qé)
g1 T 495
_ g Ly
(2 +a3*”
+m (—g5€1 — 456 — dideba — G142t
+4i (ma1 — &)+ d3 (nee — &)
+agide (mao+m21) + Gune + Gnee)

and

. K
Lé = (T; (65 4 d2) + 2+2> (& + g1&1 + d1é1)

41 T 42

=3 (G361 + 438 + didebe + 410561 + 476 + 4360)
J’_

K
e G+ 161+ G0a)
Vai+a

where, for succinctness, we use the notation

d 7] In; In;
- - T s
Ak

TR ik = a—gka it = T
Equation (9.55) is thus

orOv(L) + LE = -3 (4761 + G382 + digabs + 14361)
. 1 ] 1
+md; (?71,1 - 5&) + mg; (772,2 - 553)

.. ) K&
+migige (12 + 1) +mdr | M+ s

Vai+qs

217
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. K&
tmge | e+
Va1t as

VK ( 2& - 771291 +27723Q;22>
VAL T 42 (9‘1"‘9‘2)
=0.

The same arguments used in the n = 1 case can be leveled at the above
equation, which is an identity for all q. The coefficients of 43 and ¢5 must
vanish, and this means that £ depends only on ¢. Since & = & = 0, the
coefficients of the other cubic terms in the derivatives also vanish. In a similar
way we argue that the coefficients of ¢ etc. vanish, and this leads to the
following system of equations for £, 11 and ns.

1
m,1— 5& =0, (9.56)
1
22— 56 =0, (9.57)
Mz +nz1 =0, (9.58)
Mt = Oa (959)
72 =0, (9.60)
(4 +a3) & — (mar + maz) = 0. (9.61)

Equations (9.59) and (9.60) show that the 5, do not depend on ¢. Since &
depends only on ¢, equations (2.56) and (9.57) indicate that there is a constant
¢y such that

& = 2a1, (9.62)
71,1 = C1,
2,2 = €1,

hence, 11 and ng are of the form

m = ag + g9lga),
N2 = 192 + hlq1),

where g and h are functions to be determined. Substituting the above expres-
sions for the ny into equation (9.58) gives

dg  Oh

4+ — = 0’
Igo dm

which Implies that there is a constant ¢z such that

dy ak
=—— =

Bga I
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We thus see that 1 and 2 are of the form

M = €141 + C2ge + cs,
72 = —ceq1 + 192 + <4,

where c3 and ¢4 are constants of integration. Equation (9.61) can now be
written

(6 +a5) & — ((c1qn +coge +es)qn + (—caqr + 192 + ca) g2) =0,
which, using equation (9.62), reduces to
o1 (4t +43) — esqn — caga = 0, (9.63)

Now, equation (9.63) iz an identity that must be satisfied for all q. We thus
conclude that ¢ = c3 = ¢4 = 0.

Equation (2.53) thus shows that the infinitesimal generators of a varia-
tional symmetry of J must be of the form

T = Cag2,
e = —Cz41,
5 = Cs,

where ¢z is another constant of integration. We thus have a two-parameter
family of generators that lead to variational symmetries. If oo = 0 and ¢5 £ 0,
then the transformation is a time translation. If ¢ # 0 and ¢5 = 0, then the
transformation is a rotation {(cf. case C, Example 9.3.4). Theorem 9.4.2 shows
that the only variational symmetries of J are combinations of rotations and
time translations.

Noether’s theorem as given In this chapter along with conditions for vari-
ational symmetries can be further generalized to accommodate functionals
involving higher-order derivatives and/or several independent variables. The
quantity priv(L) is called the first prolongation of the vector field v (de-
fined by the infinitesimal generators) acting on L. If a functional has an inte-
grand that involves derivatives of order n then a higher prolongation pT(”)V(L)
is needed. The expression for pr(”)V(L) escalates in complexity as n increases,
but the condition for a variational symmetry remains deceptively simple, viz.,

pr™®v(L) + LE = 0.

The reader is directed to Bluman and Kumei [11] and Olver [57] for the general
expression of pr(”)V(L) in terms of the generators and their derivatives. Here,
we have given only a basic “no frills” version of Noether’s theorem and the
reader 1s encouraged to consult the above references for deeper insights into
this result.
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Exercises 9.3:

. Consider the functional of Example 9.4.1. Show that the transformation

Y =y, X = {1+¢€)z is a variational symmetry and find the corresponding
conservation law.
The Emden-Fowler equation of astrophysics is

2
v+ vy =0,

which arises as the Euler-Lagrange equation for the functional

3l .CL"Q 1
J () :/ — (y"g — —y6> dz.
ro 2 3

Find the infinitesimal generators that lead to a variational symmetry for
this functional and establish the conservation law

z? (y’y + 2z (y"g + yE)) = const.

The Thomas-Fermi equation,

%11 2 y5/2
J{y :f (y'2+> dr.
& eo A\ 2 5 V&
Show that this functional does not have a variational symmetry. {Exact

solutions to the Thomas-Fermi and Emden-Fowler equations are discussed
in detail in [8].)
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The Second Variation

The Euler-Lagrange equation forms the centrepiece of the necessary condi-
tion for a functional to have an extremum. The Fuler-Lagrange equation is
analogous to the first derivative (or gracdient) test for optimization problems
in finite dimensions, and we know from elementary calculus that a vanishing
first derivative is not sufficient for a local extremum. Likewise, satisfaction of
the Euler-Lagrange equation is not a sufficient condition for a local extremum
for a functional. In essence, we need a result analogous o the second deriva-
tive test in order to assert that a solution to the Euler-Lagrange equation
produces a local extremum. In this chapter we investigate the next term in
the expansion of J(§) — J(y), the second variation, and develop more refined
necessary conditions for local extrema. We also develop sufficient conditions
for a function 7 to produce a local extremum for a functional J. We restrict
our attention almost exclusively to the basic fixed endpoint problem in the
plane.

10.1 The Finite-Dimensional Case

The reader is doubtless aware of the second derivative test for determining
whether a stationary point is a local extremum for a function of one variable.
In this section we review a few concepts from the finite-dimensional case,
primarily to motivate our study of conditions for functionals to have extrema.
We begin with the familiar case of two independent variables.

Let f: 2 — R be a smooth function on the region 2 < R% Let x =
(r1,72) € 2 and let & = x + ey, where ¢ > 0 and 5 = (n1,72) € R% Tf e is
small, Taylor’s theorem Implies that

18 = 169+ {50 122700

mn 55‘5‘1 55‘5‘2
62{ 2 0%f(x) & f(x) n Qan(x)}
2

+ PIR e Az3 811810 az3

+ 22
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+ O3,

If f has a stationary point at x then VF(x) = 0 (cf. Section 2.1), and the
Taylor expansion reduces to

62
F%) = £69 + 5 Q) + 0(), (10.1)
where 22 (x) PEx) | L0 f(x)
Qm =7 2r7 +2mn25$15$2 % 23

The nature of a stationary point is determined by the lowest-order derivatives
that are nonzero at x. If one of the second derivatives is nonzero, then the
gign of f{X) — f(x) is controlled by the sign of Q.

For nonzero n € B?, the quadratic term may be always positive or always
negative, but it may be that this term is positive for some 5 and negative
for others. The character of the extremum revolves around what signs ) may
have for various choices of 1, and we can track the sign changes by examining
when () = 0. If n # 0, then either 71 or ne is nonzero. Without loss of
generality suppose that ne #£ 0. Now, ¢} is a continuous function of %, and if
) changes sign, there must be some # # 0 such that Q(n) = 0. Hence, there
must be a real solution to the quadratic equation

(m)g PHX) L m PHx) | P

= =0,
g dz% ng 1010 Hx2

The nature of the solutions to this equation is determined by the discriminant,

- ag_fag_f —( &f )2

- Oz? Ok Ax18xy"
of the quadratic form () at x. There can be at most two solutions to this
quadratic equation. If real solutions exist, then ¢} may change sign. If there
are no real solutions to the quadratic equation then @, being a continuous
function, will never change sign. Whether ) = 0 has a nontrivial sclution
depends on the sign of A: if A(x) < 0 and 5°f/8z7 # 0 {or 5°f/8z3 # 0) at
X then ) is indefinite and vanishes along two distinct lines. For this case, a
small neighbourhood of x, B(x;€), can be divided into four sets, two in which
€ > 0 and two in which @} < 0. In this caze () is called indefinite. Evidently,
x cannot produce a local extremum because the sign of f(%) — f(x) depends
on the choice of 5. Stationary points x for which A(x) < 0 are called saddle
points.

In contrast, if A(x) > 0, then there are no real solutions to the quadratic
equation; consequently, ) cannot change sign. In this case () is called definite,
and X corresponds to a local extremum. The type of extremum can be deduced
from the examination of any particular curve through x. The simplest such
curves correspond to v (m) = (m,0) and yeinz) = (0,n2). If x iz a local
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maximum/minimum, then 7; = 0 corresponds to a local maximum/minimum
for y1(m) (and 52 = 0 corresponds to a local maximum/minimum for 2 (72)).
Thus f(x) is a local maximum if 82 f(x)/8z7 < 0 (or 8*f(x)/8x% < 0), and
a local minimum if & f(x)/8z% > 0 (or 5% f(x)/0z3 > 0).

It may be that A(x) = 0 even though the second derivatives of f at x
are not all zero. In this case there is a line {z1(t}, z2(¢)) in B(x;¢) through
x = (21(0), z2(0)) where @} vanishes. The nature of this point is determined
by the third-order (or higher) derivatives. If A(x) = 0, then x is called a
degenerate stationary point (or parabolic point). We must examine the
cubic terms (or higher-order terms) in the expansion to discern the nature of
the stationary point.

Note that if all the second derivatives of f vanish at x then it is clear that
the gign of f(x) — f(X) iz determined by the third-order derivatives. These
must also vanish at x for a local extremum, and if this Is the case, the quartic
terms control the sign.

The above approach can be adapted to functions of three or more inde-
pendent variables, although the increase in variables escalates the number of
possibilities and the complexity of the computations. Let f : {2 — R be a
smooth function on the region {2 C R™ and suppose x = (x1,%2,...,T,) I8
a stationary point. Then, as in the two-variable case, we have Vf(x) = 0,
and the sign of f(x)— f(X) is conirolled by the quadratic terms in the Taylor
expangion. Let X = x+en, where ¢ > O and n = (11,72, . . ., 7). The quadratic
terms in the Taylor expansion may be written in the form

Q) =n"Hx)m,
where H(x) is the Hessian matrix for f at x; i.e.,

Ffx) 9°f(x) 22 f(x)

az? Bz 8zg ' Bz,0z,
a2 rix) 2rpx) 8% f(x)

H(X) _ 39:2.39:1 ez U Brndz,

N O

Bz, 0z, Bw.dzy oz

"

The nature of a stationary point depends on whether H is definite. If H is
definite, then f has a local extremum at x; if H is indefinite, then x corre-
sponds to some type of saddle point. The Morse lemma can be used to classify
the types of stationary points provided the Hessian matrix at the stationary
point has the same rank as the number of independent variables (i.e., H is
nondegenerate). Stationary points satisfying this condition are called nonde-
generate.

Lemma 10.1.1 (Morse Lemma) Let xg be a nondegenerate stotionary point
for the smooth function f. Then there exists a smooth tnvertible coordinate
transformation x; — x;(v), where v = (vi, va,...,vn) defined in a neighbour-
hood N{(xo) of xo such that the identity
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£ = F(¥) = Fxa) = 3 F — oo — 0}
it
holds throughout N(xo). The integer X is colled the index of f ot xo.

A proof of this lemma can be found in [53]. The function % + v3 4 ... +
vE — v§+1 — .- — 2 is called a Morse A-saddle. The index is an invari-
ant under smooth invertible codrdinate transformations; therefore, it can be
used to classify nondegenerate stationary points. A Morse n-saddle 1s a local
maximum; a Morse O-saddle is a local minimum. If A is not 0 or n, then the
Morge A-saddle indicates that the difference f(x) — f(X) can be positive or
negative depending on the choice of x. The Morse lemma has another con-
sequence: the stationary points of the saddle are isolated, and since smooth
invertible coordinate transformations leave isclated stationary points isolated,
all nondegenerate stationary points must be isolated.

There is a wealth of results regarding conditions under which a quadratic
form is definite. An example is provided by the following theorem.

Theorem 10.1.2 (Sylvester Criterion) Let X = (X1, Xo,. .., Xy,) and let
A denole an n x n symmetric matric with entries a;;. A necessary and suf-
ficient condition for a quadratic form XTAX {o be positive definite, is that
every principal minor determinant of A is positive. In particular, det A > 0
and every diagonal element az; is positive.

Suppoese that x is a stationary point for f and let

ki1 his - hia
hat hos -+ han
hnl hn? e hnn

denote the Hesslan matrix at x. The above thecrem indicates that the
quadratic form 1s positive definite if 17 > 0 and the determinants of the
matrices

P hi1 has - hak
11 12 13 ho1 haz - hop
(Rt o g | |7
e ha1 hao has .
her Rz - Pk

are all positive for & € N, & < n. The quadratic form is negative definite if
XT(—H)X is positive definite, where —H is the matrix with elements —h;.

10.2 The Second Variation

Let us return to the basic fixed endpoint variational problem. Recall that we
seek a smooth function y : [zg,z1] — R such that y(z¢) = yo, y(z1) = v1, and
the functional
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J(y) = /ml fla, v,y de (10.2)

is an extremum. We make the blanket assumption throughout this chapter
that f is smooth in the indicated arguments. More specifically, we need f to
have derivatives of at least third order for some of our arguments. We assume
that for any given extremal v, f(z,y(z),y'(z)) is smooth in a neighbourhood
of g and in a neighbourhood of z;.

Suppose that J has an extremum at 7, and let  be a “nearby” function of
the form § = y+en, where e > Oz asmall and 7 is a smooth function on [z, #1]
such that n(xq) = n{z1) = 0. Our brief foray into the finite-dimensional case
indicates that we need to consider the O(e?) terms of J(%) — J{y) in order
to glean Information regarding the nature of the extremal. Taylor’s theorem
implies

C o , af |, af
fla,9,7") = flo,y,¢)e (?75 + 7 ay)
2 32 32
+2( a£+ nnaaf,Jrn’Qa £>+O(e3),

where the partial derivatives are evaluated at (z,y,y). In the interest of sim-
plicity, we use the following notation,

8 f 5 f 5 f

fyy = a—yga fyy’ = ma fy’y’ = W’

where, unless otherwise noted, the partial derivatives are evaluated at (z, y,y").

Thus,
2
" €
Sy — J(y) = edJ(n,y) + 56207(77,?;) + 0(€%),

where ¢.J(n, y) is the first variation (cf. Section 2.2) and

z1
62‘](777 y) = / (ngfyy + anlfyy’ + Tn'!gfy’y’) dz.

0

The term 62.J (1, %) is called the second variation of .J. The second variation
plays a role analogous to the (}(n) term in the finite-dimensional case. Since
y is an extremal for J we have that §./(n,y) = 0, and hence

J(@) — J) = %5”(% u) + O®).

The sign of J(%) — J(y) thus depends on the sign of §2J{n,v), and conse-
quently the nature of the extremal thus depends on whether the second vari-
ation changes sign for different choices of 7. Note that, at this stage, we have
already solved the FEuler-Lagrange equations so that 7 is known and hence the
functions fy, fuy, and fyry are known in terms of z. This situation parallels
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that for the finite-dimensional case, where we know the numerical values of
the entries in the Hessian matrix.

Using the notation of Section 2.2, let § denote the set of functions y
smooth on [zg,z1] such that y(zo) = 4 and y(z1) = y1. Let H denocte the
get of functions 7 smooth on [zo, 21] such that n(ze) = n{z1) = 0. The above
arguments yield the following necessary condition.

Theorem 10.2.1 Suppose that J has a local extremum in § at y. If v i5s a
local manimum, then

6% (n,y) 2 0 (10.3)
for all w € H; if y is a local mazimum, then
§2J(n,4) <0 (10.4)

for allne H.

The above result is of limited value at present, because we have no method
to test the second variation for sign changes. Inequality (10.3) is analogous to a
positive semidefinite condition on a Hessian matrix, and we have seen how the
addition of independent variables escalates the number of possibilities {types
of saddles) and the complexity of verifying whether the matrix is definite. For
the Infinite-dimensional case we thus expect tests for establishing sign changes
in the second variation to be complicated. It is thus a pleasant surprise that
certain conditions can be derived that are tractable and simple to implement.

Exercises 10.2:

1. Suppose that J is a functional of the form

4
J(y):f flzy, v, y") da,
o]

where f Is a smooth function of all its arguments. Derive an expression
for the second variation of J.

2. Assuming f has the requisite number of derivatives, show that for ¢ small,
ne H, and § =y + en,

-y
a1 (m, )

3
+ 58 Tm ) + O,

J(G) = I(y) = edT(n,y) +

where

x 83f agf
8T (m,y) = / (n"® 3y 3n"n B2y

Q
asf P f
—)dz.
By’3y2+ ) da

3!2
+ 30/ " 5y

The functional 63.J (%, %) is called the third variation of .J.
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3. Suppose that J has a local extremum at y and that §2J(n,%) = 0. Show
that 43J(n,y) = 0.

10.3 The Legendre Condition

In this section we develop a necessary condition for a functional to have a
local extremum. This result is called the Legendre condition. Unlike Theo-
rem 10.2.1, it 1s stralghtforward to apply and hence useful for filtering out
extremals that do not produce a local minimum or maximum.

The second varlation can be recast in a more convenlent form that sepa-
rates the n terms from the ’ terms in the integrand. Note that

Qﬁﬁlfyy’ = (7?2)! fyy’:

and hence

@1
/ anlfyy’ dr = ﬁnyy’

0

Zq z1 d
—_— 27 /
Zg /; ?? d.’L‘ (fyy )CE-T

o]

Ty 9 d
——LO n %(fyy’)dﬁa

where we have used the conditions that n(zg) = n{z1) = 0. The second
variation can thus be written

1 d
52J(7?ay) :/ (7?2 (fyy - 5(@3}’)) anfgfy’y’) de.

The essence of the Legendre condition is that the second variation must
change sign for certain choices of n ¢ H if f,,, changes sign. Before we
launch into a statement and proof of the Legendre condition, a few comments
to motivate the proof are in order. We reiterate that the coefficients of n* and
n'? are known functions of z. Let A and B be the functions defined by

Alz) = fyy (@, y(2),y (@), (10.5)
B(z) = fyy(z,y(2),y (z)) ~ %(fw (z,y(2), 9 (2))), (10.6)

for z € [®o,z1]. Since f and y are smooth, both A and B are continuous
functions on the interval [zg, x1]. The reason that the sign of A plays a pivotal
role in this theory is that there are functions € H for which |n(z)| is small
for all z € [zg,z1], but |n'(z)| iz not. In contrast, if |/ (z)| iz small for all
z € [zg,%1], then, since 77 must be smooth and satisly the conditions n(zo) =
n{z1) = 0 for membership in H, we have that |n{z)| is also small for all
% € [zg,%1]. The simple mollifier

() = exp (777(%6)5) Jifrefe—vy,e+4]
0, ifxéle—y,c+7),
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where ¢ € (xg,z1), and v > 0 is some suitably small number, illustrates this
scenario. Tt can be shown that this function is smooth 1 and vanishes at zg
anc x1 so that it is in the set H. Now the maximum value of % is 1/e, but the
mean value theorem shows that there is a least one value of € (c—,¢) such
that #'(z) = 1/(ve), and the continuity of the derivative thus implies that
there is a subinterval I < (¢ — v, ¢) for which #'(z) > 1/(2ve) for all € [.

The issue at stake, of course, is not the pointwise behaviour of |#'(z)| but
rather the influence of this function on the integral defining the second varia-
tion. The subinterval I, after all, might be rather small, and although #%(x)
is large for x € I compared to #?(z) the overall effect on the value of the
integral might be small owing to the small length of 1. We must keep in mind,
however, that we can construct a function 5 € H that is essentially a superpo-
gition of any number of mollifiers, each with a different value for & € (g, 1)
with v > 0 chosen sufficiently small so that their supports (i.e., intervals in
which they are nonzero) do not intersect. The net effect is that functions in
H can always be found such that the derivative terms dominate the second
variation. A superposition of mollifiers makes the importance of the sign of
A transparent, at least conceptually. Rather than chase the above mollifiers
any further, however, we opt (in the interests of computational simplicity)
for a simpler function that captures the same behaviour for the proof of the
Legendre condition.

Theorem 10.3.1 (Legendre Condition) Let J be a functional of the form
(10.2), where f is a smooth function of x, y, and ¥, and suppose that J has
a local minemum tn S at y. Then,

fyy >0 (10.7)
for all z € [zo,z1].

Proof: Using the notation introduced above, suppose that there is a ¢ €
[zg, x1] such that A(c) < 0. Since J has a local minimum at y, Theorem 10.2.1
implies that ¢2.J(5,v) > 0 for all 7 € H. The theorem is thus established if it
can be shown that there is an v ¢ H such that 62.J (v, y) < 0.

Since A is continuous on [z, 1] there s an v > O such that A(z) < A{c)/2
for all z £ (e — v,c+ v). We construct a function in H that effectively filters
out the influence of 4 and B for all = not in (¢ — v,c+ ) and magnifies the
contribution of the derivative. Let

c 4 w(z—c) . .
) = | Sn (71 ),1fa:6[c ¥, ¢+ 7]
0, ifzéfe—vy,c+q.
Now, it can be shown that v € H and that

! In fact it has derivatives of all orders for all € R. See also the comments in
Appendix A.1.
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V(z) = 47'” sin® (ﬂ(mﬁr*c))cos(ﬁ(wgc)) Jifxee—vy,c4 7]
0, ifz ¢ [c—y,e+7]

We can get a rough upper bound on the 1 contribution to the second variation
as follows.

A Az (z) dx = / " A () de

it

= /C+’y 16:2 sins <7ﬂ.($ _ C)>0052 (LC’T _ C)> d.’L‘
ey 7 g Y

2.2
< Aéc) 477; 9
~ 16A(0)7*
-—
Since B iz continuous on [e— ~, e+ ] there is an N > 0 such that |B(z)| < N

for all € [c — 7,2+ 7]; hence, a rough upper bound for the v contribution
to the second variation is given by

f Y By () do — / CMB(I);F(I) dz

foT) c—~

[ ()

< 2Ny

Now

2
JQJ(I/, y) < 16 A(c)m

+ 2N+,

go that the second variation is negative for v, if v is chosen arbitrarily small.
We have the freedom to choose v small, so that there are functions in H that
make the second variation negative. This contradicts Theorem 10.2.1 and we
conclude that A{z) > 0 for all x € [zg, z1]. O

Evidently, the above result can be readily modified for the case where J has
a local maximum at y. Inequality (10.7) is called the Legendre condition.

Aside from the thecretical benefits (which we reap later) the Legendre
condition is a practical tool for deciding whether a solution to the Euler-
Lagrange equation Is even in the running for a solution.

Example 10.3.1: Let

1
J{y) :f /1 +y2dx.
-1

For a given set of boundary conditions at £ = —1 and £ = 1 we can find
the corresponding extremal explicitly for this functional (see Fxercises 2.3-1).
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However, we need not even do this to deduce that the extremals cannot give a
local extremum for J. We can use elementary arguments to show that J can
be made arbitrarily small, but the Legendre condition conveniently answers
the question. In particular, we have for any smooth v,

T
fyfyf(-l", Y, y’) = W’

go that the sign of this derivative changes in the interval [—1,1].

Example 10.3.2: Catenary

Consider the catenary problem of Example 4.2.1. We consider the problem
here as an unconstrained fixed endpoint problem with the appropriate La-
grange multiplier, so that in the present notation

flo,yy) = (v =V 1+ 2,
where

A=h— %écosh(é).

Here, % 1s the height of the poles supporting the cable and é is one of two
possible nonzero sclutions to

L& = sinh{&), (10.8)

where L is the arclength of the cable. As discussed in Example 4.2.1, we can
distinguish which sclution is relevant from simple physical considerations. The
Legendre condition also makes a distinction. Now, for any v,

¥— A
fyfy;(r,y, y’) = Wa

so that the sign of this derivative is the same as the sign of 4 — A. The sclution
to the Fuler-Lagrange equations iz given by equation (4.32) and therefore

1 .
y— A= 22 cosh{£(2z — 1)).

Recall that there is precisely one positive solution and one negative solution é
to equation (10.8). Only the positive solution satisfies the Legendre condition
for a local minimum.

The Legendre condition cannot be converted into a sufficient condition
even if we replace inequality (10.7) by the strengthened Legendre condi-
tion

fyfyf > 0. (109)

The following well-worn but simple example illustrates this comment.
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Example 10.3.3: Consider the fixed-endpoint problem with the functional

£
) = f (% — ?) de,

and the boundary conditions y(0) =0, y(£) = 0. We have seen in Chapter 5
that problems of this sort lead t.o Sturm-Licuville type problems, and that the
existence of a nontrivial solution depends on the choice of £. (Modify Example
5.1.1 by fixing A = 1 and replace the upper limit = with £.) Suppose that we
choose £ > w.

For this simple problem the strengthened Legendre condition is evidently
satisfied for any v, and the second variation Is given by

£
50 () = 2 f (1*(z) — () d.

Let o
n = sm(7).
Clearly n € H | and
)
F300) = [ (G co () —sn(F) | o
0
1
= 1( Po?) <.

The trivial solution ¥ = 0 is an extremal for the problem, but the above
calculation shows that it cannotl give a local minimum for J.

Legendre himself tried to frame a sufficient. condition for a local minimum
around the inequality (10.9) but ran into various snags such ag the above
example, and it became apparent that more information was needed. The
essence of the problem is that the strengthened Legendre condition and Euler-
Lagrange equation place only peintwise restrictions on the functions. The
great circles on a sphere (i.e., the geodesics) give an intuitive example of why
global information is needed. Consider three points on the earth (which we
agsume is a perfect sphere) all on the same great circle, say the North Pole,
London, and the South Pole. The shortest distance from London to the North
Pole is along the meridian connecting these points. But there are two choices:
one can proceed directly north, or one can go initially south, through the
South Pole, and then turn northwards to eventually arrive at the North Pole.
Evidently, the latter option produces a longer path, but pointwise the Euler-
Lagrange equation is satisfied on the meridian as is the Legendre condition.
It is only when we look at “the big picture” that we realize the latter option
cannot be even a local minimum: there are paths nrear the South Pole route
that are shorter (they avoid the South Pole at the “last minute” and jump
onto a guitably close line of longitude and head north).
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Exercises 10.3:

1. Geodesics on a sphere of radius A > 0 correspond to the extremals of the

functional 0
1
J{¢) = f +/ 1+ sin? 0472 48,
&

where ¢ is the polar angle, 8 is the azimuth angle, and ¢ denotes d¢/d6.
Show that J satisfies the Legendre condition (10.7).

2. Let q 5
J{y) :f 5 dz.
ot y

Suppose that J has a local extremum at . Use the Legendre condition to
determine the nature of the extremum.

10.4 The Jacobi Necessary Condition

The major shortcoming of the Legendre condition is that it Is a polntwise
restriction. Example 10.3.3 makes it clear that other considerations are needed
before a sufficient condition can be formulated. In this section we present a
necessary condition that builds on the Legendre condition, but is distinctly
global in character. The key concept of a conjugate point is introduced, and
it turns out that this necessary condition paves the way for the formulation of
a sufficient condition. We focus on local minima trusting the reader to make
the necessary adjustments to gel analogous results for local maxima.

10.4.1 A Reformulation of the Second Variation

For a finite-dimensional optimization problem we can appeal to the Morse
Lemma 10.1.1 to argue that the relevant quadratic form can be written as a
gum/difference of squares. This special transformation of the quadratic form
allows us to classify critical points as described in Section 10.1. The infinite-
dimensional analogue of this process for a Morse O-saddle is to convert the
second variation into a functional of the form

Ty
520 (1, ) — f fyw T2 dr, (10.10)
z0

where 1" is a function of x, n, and (indirectly) the extremal.? Ideally, we seek
a function 7" such that T iz identically zero on [zg, 1] only if 77 is identically
zero on [xg, x1]. In this case, the sign of the second variation would depend
on that of f,/,..

2 The analogy is made more precise in Gelfand and Fomin [31], pp. 125-129. Ses
also [22], pp. 571-572.
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The idea of transforming the second variation into the form (10.10) dates
back to Legendre, who tried to establish the existence of T by completing
the square of the quadratic form. Although he failed to achieve a sufficient
condition, his idea of completing the square proved fruitful.

We know that the second variation can be written in the form

)

62 J(n,y) :/ (fyyn® + Bn?) dz,

o]

where B is as defined by equation (10.6). Now, for any smooth function w the
conditions 7(xg) = n(z1) = 0 give

/ 1 (wng)’ dr =0,

0

consequently, we can always add a term of the form (w#?)’ to the integrand
of the second variation without changing the value of the functional. The
strategy is to select a function w such that

'
Fyy® + By + (wng) = fyu 1%,

for some T. We know from the Legendre condition that f,, cannot change
gign in [z, 1] if ¥ produces a local extremum for J. We assume that the
gtrengthened Legendre condition (10.9) is satisfied. Thus,

w B+ w
Fywn® + B + (wn®) = fyy (n’Q + 22— + n2> :
fy’y’ fy’y’

Suppose that w satisfies the differential equation

w? = fy (B +w) (10.11)

2
w
oy
fy’y’

go that the second variation could be recast in the form (10.10).

Following the analogy with the finite-dimensional case, the second varla-
tion is called positive definite if J(n,y) > 0 for all n € H — {0}. Given a
solution to (10.11), we have

for all = € [#q,z1]. Then

ch’y’?’n'!2 + Bn® + (wng)l = fyy (??' "

w
fy’y’ "

which is zero for all = € [z, z1] only if  satisfies the first-order differential
equation

T =9+

W+ =0, (10.12)
Fow
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Since n € H, however, the above differential equation is accompanied by the
conditions 7(xg) = n{z1) = 0. Now, f is assumed smooth in z,y, and 3 and
v I8 a smooth extremal; hence, f,ry is a smooth function. Picard’s theorem
shows that there exists a unique solution to equation (10.12) that satisfies the
initial condition n{zg) = 0, and a quick inspection shows that this must be the
trivial solution n(z) = 0 for all # € [zg,x1]. We thus see that T Is identically
zero on [rg, z1] only if % is identically zero on this interval. Otherwise, under
the strengthened Legendre condition, the integral defining the second variation
must be positive. In summary, we have the following lemma.

Lemma 10.4.1 Let f be a smooth function of z,y, and v, and let y be a
smooth extremal for the functional J defined by (10.2) such that f, > 0 for
al z € [zg,z1]. If there is a solution w o the differential equation (10.11)
valid on the interval [z, 1], then the second variation is positive definite.

The “fly in the ointment” is the existence of the solution w. We can ap-
peal to Picard’s theorem to assert. the existence of local solutions to equation
(10.11), but this is not good enough. We need solutions that are defined over
the entire interval [zg, z1] rather than in some small subinterval. The refor-
mulation of §2.J(%,v) thus hinges on whether a global solution w exists to
equation (10.11).

10.4.2 The Jacobi Accessory Equation

Relation (10.11) is an example of a well-known class of equations called Ric-
cati equations. A standard solution technique for such equations entails con-
verting the nonlinear first-order equation to a second-order linear equation by

use of the transformation ,
2

W = Efy/y/ (1013)

(ef. [41], [61]). Under this transformation, the Riccati equation becomes

d
7 Fyyw) = Bu=0;
le.,
d d
E (fy’y’ul) - (fyy - Efyy") U = 0 (1014)

Equation (10.14) is called the Jacobi accessory equation. If there is a
solution u to this equation that is valid on [zg, 1] and such that u(z) # 0 for
all z € [#o, #1], then transformation (10.13) implies that the Riccati equation
(10.11) has a solution valid for = € [zq, z1].

Certainly one advantage of working with a second-order linear ordinary
differential equation as opposed to a first-order nonlinear equation is that the
theory underlying the linear equation is well developed and perhaps more
tractable. It Is beyond the scope of this bock to recount the theory In any



10.4 The Jacobi Necessary Condition 235

detail. The reader is directed to textbooks such as Birkhoff and Rota [9] for
a full discussion. It suffices here to mention a few results concerning the exis-
tence of solutions to the Jacobi accessory equation. Note that the smoothness
assumptions en f and y mean that the coefficients fyr and B are smooth
functions of £ on [zg,z1], and the strengthened Legendre condition ensures
that the problem is not singular.® We can thus uge Picard’s theorem to deduce
that, given initial values u(zg) = ug and w'(xo) = uj, there exists a unique so-
lution u = w(x, ug, uy) to equation (10.14) that satisfies the initial conditions.
Picard’s theorem guarantees only a local sclution near zg, but we can now
appeal to standard results concerning the extension of such solutions to the
interval [zg, z1]. In fact, it can be shown that there exist linearly independent
golutions u; and ug to equation (10.14) such that any solution to (10.14) can
be represented in the form

u(z) = auy (x) + Bug(z), (10.15)

where @ and 3 are constants. Finally, another result from the general theory
shows that the solution to the initial-value problem depends continuously on
the initial data; i.e., u(z, up, uf) ig continuous with respect to the parameters
up and wuj.

We need more than a global existence result for solutions to equation
(10.14): in order to assert the existence of a solution to the Riccati equation,
we need to show that there are solutions u that do not vanish on the interval
[z0, £1]- This problem leads us to the important concept of conjugate points.
Let s € B — {z¢}. I there exists a nonérivial solution u to equation (10.14)
that satisfies u(zg) = u(s) = 0, then & is called a conjugate point to xg.

Lemma 10.4.2 Let [ satisfy the conditions of Lemma 10.4.1, and suppose
that there are no conjugate points to xg o (xg,x1]. Then, there exists a solu-
tion w to equation (10.14) such that u(x) £ 0 for all x € [zo,21].

Proof: (Sketch) Given that, for any initial conditions u{zg) = uy, w'(zg) = uy,
there exists a solution to equation {10.14} valid in [z, 1], we need to show
that the absence of a conjugate point to zg in (2o, z1] implies the existence of
a solution u that does not vanish on [zg,z1].

Consider a family of initial conditions of the form w(zg) = €, v/(zo) =
1, where ¢ is a small parameter. For each ¢ there is a solution u{z,¢€) to
equation (10.14) valid in [zg,z;], and w is a continuous function of € near
¢ = 0. Moreover, the initial condition w'(zo) = 1 precludes the possibility of
u(x,€) being a trivial solution. Now, u(zq, 0) = 0, and the absence of conjugate
points to zg in (xg, z1] implies that w{z,0) #£ 0 for all z € (zg,x1]. Thus either
u(zx,0) > 0 for all z € (xq,xq] or u(z,0) < 0for all x € {zy, 1], because u is
a continuous function of #. Suppose that w(z,0) > 0. We know that u(z,e)
is continuous with respect to ¢ and hence for ¢ sufficiently small we have
u(zx,e) > 0 except perhaps in a small neighbourhood of zg. To construct a

% In particular, the coefficient of w” is not zero.
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solution that is nonzero near z¢ we choose ¢ > 0 so that w(xp,e) = ¢ > 0,
and the condition %/{zp) = 1 ensures that u is nonzero near zg. A similar
argument can be used for the case u{z,0) < 0. Some technical details need
to be tightened up, but the essence of the argument is that the zeros (hence
conjugate points) must change continuously with the parameter e. If we are
careful with our choice of sign for ¢, the initial conditions imply that the zerc
at zg will shift out of the interval [zg, z4]. O

In summary, Lemmas 10.4.1 and 10.4.2 combine to give the following re-
sult.

Theorem 10.4.3 Let f be a smooth function of x,y, and ¥, and let y be a
smooth extremal for the functional J defined by (10.2) such that fy, > 0 for
all z € [xg,x1]. If there are no points in the interval (xo, 1] conjugate to xg,
then the second variation is positive definite.

Example 10.4.1: Let
i
J{y) :f y?dz.

0

Then the corresponding Jacobl accessory equation is
w'(z) =0

hence the general solution is u{zr) = a + Bz, where o and 3 are constants.
Clearly, only the trivial solution can satisfy the conditions u(zo) = 0 and
u(s) = 0 for any 5 € R — {zg}. Hence, there are no points conjugate to zg.

Example 10.4.2: Consider the functional of Example 10.3.3. The Jacobi
accessory equation is

u{x) + u(z) = 0.

Now, u{z) = sin(z) is a nontrivial solution to this equation, and u(0) =
u(w) = 0. Hence, 7 is a point conjugate to 0. We thus see that there is a point
conjugate to 0 in the interval (0, £].

Finally, we note that if we consider the second variation as a functional
(of ») in its own right, the Jacobi accessory equation is the Kuler-Lagrange
equation for this functional. There is, however, a distinction to be made con-
cerning solutions. Specifically, the functions n that sclve the Euler-Lagrange
equation must vanish at the endpoints. In contrast, we are actively seeking
golutions to the Jacobi accessory equation that do net vanish in (g, z1].
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10.4.3 The Jacobi Necessary Condition

Theorem 10.4.3 gives a sufficient condition for the second variation to be pos-
itive definite. We show that the absence of conjugale points 1s also necessary
for positive definiteness. Before we launch into a statement of this result,
however, we establish two small lemmas.

Lemma 10.4.4 Let u be solution to the Jacobi accessory equation (10.14) in
[za, x1]. If there is a point ¢ € [zo, x1] such that u(c) = 0 and v'(c) =0, then
u must be the trivial solution.

Proof: Suppose there ig a point ¢ £ [zg, 1] such that w(e) = 0 and »/(c) = 0.
Consider the initial-value problem formed by the Jacobl accessory equation
and these conditions at z = ¢. Picard’s theorem implies that there is a unique
solution to this problem In a neighbourhood of ¢; hence, this solution must
be the trivial solution. From the theory of linear differential equations we
know that this solution hag a unique extensgion into the interval [zg,z1], and
consequently u(x) = 0 for all z € [zo, #1]. O

Lemma 10.4.5 Let u be a solution to the Jucobi accessory equation (10.14)
in [z, z1] such that u(zg) = u(zx1) = 0. Then

£
/ (Fyyw® + Bu®) dz = 0. (10.16)
%o

Proof: Integration by parts gives this result immediately. Specifically, since
u is a solution to (10.14),

/9:1 (dci (fyyu) — Bu) uwdr = 0. (10.17)

0

Now,
g 2y 4 .
/ T (fyypu)ude =uu' fy| — / v dz
) o )
i
= 7/' fy/y/u’Q dl‘,
o
therefore, equation (10.17) implies equation (10.16). O

Theorem 10.4.6 Let f be a smooth function of x,y, and v, and let y be a
smooth extremal for the functional J defined by (10.2) such that f, > 0 for
al z € [zo, z1].

1. If 8*J(n,y) > 0 for all n # 0, then there is no point conjugate to xg in
(S‘L‘D, 1‘1]_
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2, If 2J(n,y) = 0 for all n € H, then there is no point conjugate to xg in
(S‘L‘D, 1‘1) .

Proof: We begin with a proof of the first statement. Suppose that the second
varlation 1s positive definite. We can quickly eliminate the possibility of a
conjugate point at x; using Lemma 10.4.5. If there exists a nontrivial solution
to the Jacobi accessory equation w such that u(xe) = u(z;) = 0, then we may
take n = u. Lemma 10.4.5 shows that there is a nontrivial € H such that
the second variation vanishes contradicting the assumption that the second
varlation Is positive definite. We thus conclude that z1 cannot be conjugate
to zp.

To show that there is no point conjugate to zg in (xg,z1) we follow the
proof given by Gelfand and Fomin ([31], p. 109). The strategy is to construct
a family of positive-definite functionals K (), that depends on the parameter
p € [0,1], such that K(1) is the second variation and K{0) is free from con-
jugate points to zy. Any solution to the Jacobi accessory equation associated
with K will thus be a continuous function of . We exploit this continuity to
show that the absence of a conjugate point for K (0) implies that for K(u),
and in particular K (1).

Let K be the functional defined by

K(p) = pé®J(n,y) + (1 — p)P(x),

where p € [0,1] and P iz the functional defined by

31
P(n) = [ 7 de.

0

We know from Example 10.4.1 that P has no points conjugate to zg, and it
is clear that P is positive definite. Since §2.J (5, ) is also positive definite we
see that K is positive definite for all iz € [0,1]. The Jacobi accessory equation
associated with K is

% {(ufyry + 1 — p))u'} — pBu =0, (10.18)

Now, any sclution u(z, ) to (10.18) iz continuous with respect to p € [0,1].
Indeed, we can assert that w(z, ) has a continuous derivative with respect to
p for all 2 in an open interval containing [0, 1], because pfyy + (1 — p) > 0
for all 11 £ [0,1], and this coeflicient (along with that for «) is smooth with
respect to the parameter p. Thus, 4 has continuous partial derivatives with
respect to both # and p. Let u, and u, denote these derivatives.

Let U7 denote the family of nontrivial solutions to (10.18) such that
u(xg, pt) = 0for all p € [0,1]. Let R = [zq,21] % [0,1] and R = (xq,21) % (0, 1).
Suppose that A(1) has a conjugate point s € (xg,z1). Then there is aue U
such that u(x,1) = 0. Now, » has continuous derivatives in R, and by Lemma

10.4.4 (applied to K(p)) we have that u,(s,1) # 0. We can thus invoke the
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implicit function theorem in a neighbourhood of (s, 1) to assert that there is
a unique function z = x(p) such that w(z{(p), ) = 0 and (1) = &. In fact,
since u,, is continuous, we have that z, has a continuous derivative, and

W) == "

v (10.19)
The function (x(), z¢) thus describes parametrically a curve v in some neigh-
bourhcod of (x,1) with a continuous tangent that is nowhere horizontal;
hence, the intersection of + with the line u = 1 must be transverse. Con-
sequently, v M R # @; i.e., v must have points in the interior of R. Although
the implicit function theorem gives only the existence of a curve near (x,1),
it is straightforward to see that + cannot simply terminate in R. Specifically,
gupposge that v did terminate at some point (a,b) € R. The conditions of the
implicit function theorem are still satisfied and we thus conclude that there is
a unique nontrivial continuation of ¥ in a neighbourhood of (a,b) contradict-
ing our assumption that (a,b) iz a terminus for . We conclude that v must
continue to the boundary of K.

Relation (10.19) makes it clear that any continuation of v cannot include
a point where the tangent 1s horizontal, since the conditions of the implicit
function theorem are satisfied at any point on this curve and this thecrem
guarantees that z’ is finite and continuous. We thus see v cannot “double
back” and intersect the line p» = 1. Since K (0} does not have any conjugate
points it iz also clear that + cannot intersect the line ;1 = 0 except perhaps
at the point (zg,0). In any event, the only possible boundary curves that ~
might intersect are the lines x = z1 and =z = ¢ (figure 10.1). Suppose that
~ intersects the line z = z1. Then, there is a pq and a v € U such that
u(zg, 1) = w(zy, 1) = 0. But the arguments used to prove Lemma 10.4.5
can be applied to K (j1) to show that K (j11) = 0 for the choice 7 = u and this
contradicts the fact that K (i) is positive definite. Hence 7 cannot intersect
the line z = ;.

Consider now the line z = zo. By construction we have u(xg, 1) = 0 for
all 4 € [0,1] and hence the function (1) = zp is a solution of u(zr,u) =0
for all i+ £ [0,1]. The conditions of the implicit function theorem are satisfied
at any point on this line and therefore z(1) = x¢ is the unigue solution that
intersects this line. Evidently, v is distinct from this line because & > zo.
Hence, v cannot intersect the line z = xy5. We thus conclude that no such
curve v can exist and hence that K (1) has no points conjugate to zg in the
interval (zg,z1).

To prove the second statement, note that even if 62J > 0, the functional
K (1) is still positive definite for all ¢ € [0,1). The proof that there is no point
conjugate to zp in the interval (zg, £1) given above is thus valid. Lemma 10.4.5,
however, does not preclude z; from being a conjugate point since K (1) can
be zero. O
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» X

Fig. 10.1.

Theorem 10.2.1 and the second part of Theorem 10.4.6 combine to form
a more refined necessary condition for a local minimum known as Jacobi’s
necessary condition.

Theorem 10.4.7 (Jacobi) Let y be a smooth extremal for the funcéional

J(y) = f fe gy de

such that for all € [zg, T1)
fyy >0
along vy, If y produces a local minimum for J then there are no points conjugate

to zg tn the interval (xg,x1).

Note that Jacobi’s necessary condition does not preclude the possibility
that z1 is conjugate to xzg.

Exercises 10.4:

1. Derive the Riccati equation (10.11) associated with the functional of Fx-
ample 10.3.3. Solve the Riccati equation directly and show that there are
no solutions w defined for all x € [0,¢] il £ > 7.
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2. Let
fauny) =9 — vy + 7
Show, using elementary arguments, that §%J(n,y) > 0 for all n € H.
Derive the Jacobi accessory equation and show by solving this equation
that any nontrivial solution » can have at most one zero.

3. Suppose that f does not depend on 7 explicitly and that f satisfies the
strengthened Legendre condition along an extremal y(z). Prove that there
are no points conjugate to xg.

4. The proof of the first statement of Theorem 10.4.6 is considerably simpler
if we “open up” the space H to a more general one F that includes piece-
wise smooth functions on [z, z1] that vanish at z¢ and x1. If §2J (n,y) > 0
for all n € f;", n # 0, prove that there are no points conjugate to zp in

(zo,x1) {ck [71], p. 91}.

10.5 A Sufficient Condition

In Section 10.2 we derived the expression

J(@) — Iy = ééga’(n, v) + O(e%), (10.20)

which an extremal y for J satisfies for any “neighbouring curve” ¢ = y 4 en.
The necessity of the condition 62.J (%, ) > 0 for a local minimum is clear, but
the sufficiency of this condition is suspect. Indeed, we know from our brief tour
of finite-dimensional optimization that semidefinite quadratic forms do not
neceszarily lead to local extrema. The problem is that if there is a nontrivial »
such that 62J(s,y) = 0, then the O(e3) terms in the above expansion control
the sign of J(§) — J(y). Certainly, we can avoid this problem by requiring
that 62.J(5,y) be positive definite, but even this strengthened requirement
has snags because there may be nontrivial 5 such that 62J(xn,y) > 0 but of
order €, in which case the sign of J(§) — J(y) depends on the higher order
terms for € small. Harsher restrictions are needed to control the magnitude of
82.J(n,y) relative to the remainder terms.
Let || - |1 be the norm on the space C?{[xg, 71]) defined by

|ylli= sup |y(z)|+ sup |/ (x)].

zE(z0,21] zE€[zo,21]

We say that a functional J : C%([xg,z1]) — R has a weak local minimum
at y € § if there is a A > 0 such that J(§) — J{y) = 0 for all § € § such that
|y — y|l1 < A. Similarly, J is said to have a weak local maximum at y € &
if —J has a weak local minimum at 3. The adjective “weak” creeps into the
definition to distinguish such extrema from strong extrema, the definition
of which is identical to the weak extrema except that the norm | - [|o, defined

by
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lylle = sup |u(z),
z€[zo,21]

is used. Clearly, |§ — v||1 < A implies that | — y|lo < A, but the converse is
not true. Hence, “weak” signifies that we are restricting the competition to a
subset of the set of functions that are candidates for a strong extremum.

We need to get an expression for the remainder term in the Taylor expan-
gion (10.20) in order to develop a sufficient condition. Now, it can be shown
that there is a function m(n) such that

2
€
Ty +en) = Jy) +edT(nv) + 56T (g, 1) + 2m(n) 1T,

where m(n) — 0 as |71 — 0,* so that, for an extremal,

1) - I = {5230+ mGlm2 .

In fact, it can be shown® that there are functions v and p such that

J@) — J(y) =¢ (%62J(n,y) + fml (vm® + pn”) d5~3> : (10.21)

20

and v,p — 0 as ||n/|y — 0.
The main result of this section is the following theorem, which applies to
the basic fixed endpoint problem.

Theorem 10.5.1 Let y € & be an extremal for the functional

z
J(y) :/ Fla,y,y) da,
zq
and suppose that along this extremal the strengthened Legendre condition

fy’y’ (5'33 y(l‘)ayl('ﬁg)) >0

is satisfied for all x € [xg, x1]. Suppose further that there are no points conju-
gate to xg in (xg, z1]. Then J has a weak local minimum in S at y.

Proof: Let i € R be a small parameter and consider the family of functionals
K defined by

1

1
K(u) :/ (fyryn™ + Br?) d$—M2/ n'? da

] 0

21
B / ((fyy —#*) 0 + Br’) dx.

0

* Taylor’s theorem has an extension to operators on general Banach spaces (cf.
[22]).
¥ See [31], pp. 101-102.
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The Jacobl accessory equation for K is

d
— ((fyy = 1)) = Bu=0. (10.22)

The smoothness conditions on f and the sirengthened Legendre condition
imply that there is a positive number ¢ such that f,. > o for all z € [zg, 21].
Thus, for all 42 < o, we have

Fyrg — 12 >0, (10.23)

for all z € [zo, z1], and this in turn means that the solutions w(x, 1) to equa-
tion {10.22) are continuous functions of both # and p, provided || is small. By
hypothesis we have that there are no points conjugate to zp in (zg, z1] for the
case ;n = 0, and the continuity of « with respect to ¢ implies that there are no
points conjugate to xg in (xg, x1] for all [¢| sufficiently small. Therefore, there
is a g1 > 0 such that for all p, with |p| < 41, the functional K(p) satisfies
the strengthened Legendre condition {10.23) and has no points conjugate to
zg in (zg, 1]. Theorem 10.4.3 therefore implies that K (u) is positive definite
for all |u| < p1. We thus conclude that there is a number p > 0 such that

i
%52,](77,?;) > pf ' dz. (10.24)

x0

We now conslder the remainder term

z
R= / (1/77’2 + ,0772) dx.

o]

Since v, p — 0 as |||y — 0, there is a g such that ¢ — 0 as ||| — 0, and

29 i
R<q{f n’gerr/ ngdm}.
&0 o

For any continuous functions g,k on [rg, z1] and any x € [zg, z1], the Schwarz

Inequality is
([ stone i) 2
{9, 90) (h, k)

/ 2t | R2(6) de.

7= (f:n'(ﬁ)dﬁ)g,

go that for g =1, h = n, the Schwarz inequality gives

{g,h)*

VAN

Now
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31

0 < (x— xo)f 02 dt < (z— 530)/ 0 da.
b g @€

o]

L1 _ 2 Ty
/ 7?2 dx S (Il IO) f 7?!2 dl‘,
x 2 o

o]

_ 2 z
|R| < |q| (1+(I1 2“) )f n? dz.

o]

Thus,

and hence

For ||n|jy sufficiently small, we have
(5'31 - 5'30)2 P
14 0 £,
4| ( +— <5

consequently,

@€

1 T
1) = Iy > (o [ b [ )
&0 ety

62 Z1
> Ep/ n? dz
@€

Q
> 0.
Thus, J(§) — J(y) > 0 for all nontrivial 5, provided ||5|/1 sufliciently small,
and therefore v is a weak local minimum for J. O
Exercises 10.5:
1. The second variation 82.J(1,%) is called positive and nondegenerate
{(or strongly positive) if there is a constant A > 0 such that

82T (m,v) = Allnl3.

Suppose that v is an extremal for J in S and that §2J(n,7) is positive
and nondegenerate. Show that ¥ is a weak local minimum.

10.6 More on Conjugate Points

The Jacobi necessary condition and the sufficient condition of Section 10.5
both require verification that there are no points conjugate to xg in the interval
(xo, £1). In this section we discuss a gimple method for finding conjugate points
and a geometrical interpretation of these points.
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10.6.1 Finding Conjugate Points

Suppose that ¥ is an extremal for the functional J. Recall that a point s € R —
{xo} is conjugate to g if there is a nontrivial solution u to the Jacobi accessory
equation (10.14) such that u(zg) = u(s) = 0. In order to test whether an
extremal has a conjugate point in the interval (zo, 2] we are thus obliged to
somehow procure a general solution % to equation (10.14) and check whether
there is a zero of w in the interval (zg,z1]. Although the Jacobi accessory
equation 1s linear, finding a general solution to such equations can prove a
formidable task. It is thus a relief to discover that solutions to equation (10.14)
can be derived from the general solution to the Euler-Lagrange equation.
Suppose that y is a general solution to the Euler-Lagrange equation

daof af
oo~ o =0 (10.25)

assoclated with the functional
21
J(y) = / fz,y, ) dz.
2

The general solution to a second-order ordinary differential equation contains
two parameters c1,co (constants of integration) and it can be shown that y
depends smoothly on these parameters. Since y depends on ¢; and cs, g0 does
f in the Euler-Lagrange equation, and the smoothness of f with respect to
y and v’ implies that f also depends smocthly on ¢ and ;. Differentiating
equation (10.25) with respect to ¢1, noting that the smoothness assumptions
on f allow the orders of differentiation to be changed, gives

8 [daf af d /8 /8f 8y Of oy
8 [8f By  Of oy
‘ay<aya+aya>
d [ 82F By R2F oy Af
—d—(mf)— —ayfayfa—ﬁa—yf)
Ff Oy Ff oy of
(ayé’ya_q Aydy' Her 3_y>

=0

Let u; = Ay/dec;. Then,
w o= L0y o
VU dr Hey Oep
Using the notation of Section 10.2 and noting that % is a sclution to the
Euler-Lagrange equation, the above calculation yields
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d
dr (fyyrta + fy’y’ufl + iy ) = (fyyua + fyy’ufl + fy)

d d
= iz (fy’y’ui) =+ Iz (fyyrur) = fyyrn — fyy’ufl

d d
= i (fy’y’ufl) - (fyy - @fyy) U1
= 0.

In this manner we see that w; must be a solution to the Jacobi accessory
equation (10.14). A similar argument shows that us = &y /dcs is also a sclution
to equation (10.14). We can thus obtain solutions to the Jocobi accessory
equation by simply differentiating the general solution to the Fuler-Lagrange
equation with respect to ¢ ond cg. In fact, it can be shown ([15], pp.68-T72)
that ©1 and vz form a basis for the solution space.

Let ¢ = (c1,02), k = (k1,k2), and suppose that y(x,k) is a solution to
equation (10.25) that satisfies the boundary conditions of the fixed endpoint
problem. Let
Ay
561 c=k’

]

uy(z, k) = Bog loi

ug(z, k) =
Then, the general solution u(zx,k) to equation (10.14) is given hy
u(z, k) = aur(z,k) + fuz(z, k),

where @ and # are constants. We are interested in nontrivial sclutions u, so
that o and 3 are not both zero. If « is conjugate to zg, then there are values
of @ and /3 such that

u(zo, k) = cuq(zo, k) + Fua(ze, k) =0,

and

u(s, k) = auy (g, k) + Bua(s, k) =0

hence,

us (s, Kjuy (o, k) = wa(zo, K)ui{s, k). (10.26)

Note that u; and us cannot both vanish at the same value of z, because this
would imply that the Wronskian W(z) = wi(z)ul(z) — vi(z)uz(z) = 0 for
all values of  and hence that u; and us would be linearly dependent.® Thus,
relation (10.26) is an equation for a conjugate point &. If u1{zg, k) # 0 and
uy (s, k) #£ 0, the above relation is usually written in the form

ua(zp, k) _ up (5, k)
uy(zo, k) ur(s, k)

5 See [9], pp. 4245 for more details.
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Example 10.6.1: Let J be the functional of Eixample 10.3.3. Here, f(z,vy,v")

4? — 42, so that the Euler-Lagrange equation has the general solution

y(z, e1,02) = e1cosx + cosin .

The above arguments show that

Fy

= — =sginx
881

%1 =cosT, Uo

= 5oy
are solutions to the Jacobi accessory equation. (This can be verified directly,
since the Euler-Lagrange equation is equivalent to the Jacobi accessory equa-
tion for this integrand.) Hence, any conjugate point s to 0 must satisfy

ug(#)ug (0) = uq(K)ug (0);

l.e.
sink = 0.

The points conjugate to O are therefore of the form & = +nw, where n =
1,2,... . In Example 10.3.3 we chose £ > 7 and hence the interval (0,£)
included the point 7, which is conjugate to 0.

Example 10.6.2: Geodesics in the Plane
Consider the arclength functional of Example 2.2.1, where f{z,v,y') =
+/1 4+ /2. The general solution of the Kuler-Lagrange equation is

ylo, c1,0) = a1 + oo

The corresponding solutions to the Jacobi accessory equation are u; = x and
uz = 1. Any point & that iz conjugate to zp must satisfy equation (10.26).
The only solution to this equation, however, is & = xg, and therefore there
are no points conjugate to zg. Since fyny > 0, Theorem 10.5.1 implies J has
a weak local minimum at y. In fact, we can do better than this (cf. Example

10.7.1).

Example 10.6.3: Catenary

Consider the catenary problem of Section 1.2, where f(z,v,v") = y+/1 + ¢/2
and z € [0,1]. We showed in Example 2.3.3 that a general solution to the
Euler- Lagrange equation is of the form

X
Yz, 1, e2) = CICOSh( - 62> ;
€

where ¢ and ¢y are constants. Solutlons u1 and us to the Jacobl accessory
equation for this problem are thus
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Uy = @ = cosh(E + CQ) — (i + CQ) sinh(£ + @) ,
dey 1 1 c1

19}
Uy = gy _ —sinh(i—i—cQ) .
562 1

Consider now the extremals associated with the boundary values
¥(0)=1, y(1)=1

In Example 2.6.1 we studied the general problem of determining the ¢; and ¢z
to satisfy such boundary conditions. In that example we argued that for any
value of y(1) > 0.6 there are precisely two solutions for the integration con-
stants. For this example, we thus know that there are two sets of parameters
that satisfy the boundary conditions. Equation (2.42) implies

cosh ea = cosh(coshea + e2) ;

ie.
teo = cosheg + .

Since coshecg > 0 for all e € R, we must have
Co < 0,

and
coshes = —2co. (10.27)
The boundary condition ¢(0) = 1 and equation (10.27) give
1
— = coshey = —2c¢s.
1
The solutions u; and us can thus be written
uy = cosh(ea(1 — 22)) — (1 — 2x)sinh(c (1 — 22)) ,
us = —ginh(e2(1 — 22)) ,

where ¢z i3 a solution to equation (10.27). Let £ = e2(1 —2z). Equation (10.26)
shows that a conjugate point to 0 must satisfy the relation

{(cosh oy — cgsinh og)sinh € = (cosh € — € sinh &)sinh cy;

l.e.

cotheg — oo = coth& — &. (10.28)

Now, equation (10.27) has two solutions rq & —0.6 and 72 & —2.1, and for
any fixed ¢ equation (10.28} also has precisely two solutions, one of which is
simply & = cg; L.e., £ = 0 (see figure 10.2). For the choice cz = r1, the second
golution to (10.28) corresponds to z = 2.4 & (0, 1]. The strengthened Legendre
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Fig. 10.2.

condition is satisfied for any choice of ¢z, and since there are no points in (0, 1
conjugate to 0, Theorem 10.5.1 implies that the extremal

1
Y1 = — cosh(r1(1 — 2x))

2?"1

corresponds te a weak local minimum for J.
In contrast, if ¢ = 79, then the second solution to equation (10.28) cor-
responds to x ~ 0.6 € (0,1); hence, there is a point conjugate to 0 in the

interval (0,1). Theorem 10.4.7 thus shows that the extremal

1
Yo = — cosh(rs (1 — 2x))

2?‘9

does not correspond to a local extremum for J. A fuller discussion of conjugate

points for catenaries (and catenoids) can be found in Forsyth [27], pp. 98-104.

10.6.2 A Geometrical Interpretation

The general solution y(x, ¢1,¢3) to equation (10.25) describes a two-parameter

family of extremals tor J. Suppose that we consider “neighbouring” extremals
y(x,c1,02) and y(x, 01 + Acy, e + Acs ), where
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[Acl| = +/{Ac1)? + (Acy)?

is small. Since ¥ iz smooth with respect to the ¢z, Taylor’s theorem implies
that

hy

s+ 0 A,

dy
ylz, 01 + Acy, 0 + Acy) = y(z,01,02) + Acy =— + Aoy —

deq

and hence, for any = € [zg,z1],

ly(z, o1 + Acy,co + Acg) — y(z, 01, 02)| = |Acyuy (z) + Acgus(x)]
+O(||Ac|?). (10.29)

The ahove relation shows that at any = € [xp, 21] the distance between neigh-
bouring extremals is of order || Ac| as || Ac|| — 0, and the leading order term
is the modulus of a solution to the Jacobi accessory equation. Suppose now
that there 1s a point & conjugate to xg. Then there exists a nontrivial sclu-
tion uw = auy + Sfus to equation (10.14) such that w(zg) = u(zy) = 0, and
hence there are Ay, Aes such that ||Ac| # 0 and Acyui(zo) + Acsusz(zg) =
Aciuy(r)+ Acgus(s) = 0. Relation (10.29) thus indicates that at zg, and any
conjugate points to xp, the distance between the neighbouring extremals is of
order |Ac||? as || Ac| — 0, since we can always scale our choice of Ac; and
Acs. Roughly speaking, equation (10.29) indicates that the neighbouring ex-
tremals “nearly intersect” at conjugate points. At any rate, conjugate points
bear the distinctive hallmark of an envelope for the family of extremals.

Let h(zx,y,¢) = 0 describe a one-parameter family F of curves in the zy-
plane parametrized by ¢. A curve v 1s called an envelope of the family F
if:

(a) at each point (%,4) € v there is a v € F that is tangent to v; and
(b) there are infinitely many curves in J tangent to each arc of 1.

Suppose that F has an envelope 1. Then at each point (z,3) € v there is a
e = e(#,4) such that the curve described by A(z,y, e(£,§)) = 0 is tangent to
v at (z,4). For simplicity, we assume here that A is a smooth function of z, v,
and ¢, and that the arc under consideration is such thal ¢ can be regarded
ag a smooth function of . {The latter assumption is true, for instance, if the
arc of v can be described parametrically in the form (%, ¢(£)) for & in some
interval I, where ¢ is differentiable with respect to #, and #(%) # 0 for all
# € I.) On the envelope v, the function A must therefore satisfy

h(#, 1, e(3)) = 0. (10.30)

Now, the crucial property of » is that each point on » is tangent. to some curve
in F. The derivative ' can be determined from the relation

%h(ﬁ:,?},c(ﬁs)) = g}f ah ’( )+ %c( ). (10.31)
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For any member of F the derivative can be found from the relation

d ok  Oh
gh(z,y,c) =4 + Fyy (x).

T
In particular, at (z,y,c) = (£,4,(2)) for v £ F we have

oh  oh
FERarT

(&) = 0. (10.32)

Equations (10.31) and (10.32) thus give the condition

Sk ..
%c(a:)—(],

and, assuming ¢’ (£) # 0 for all # € I, we have the relation

Oh
~—q 10.33
£y (10.33)

Equations (10.30) and (10.33) can be regarded as a pair of implicit equations
involving the three variables £, %, and c. Under the assumption that

oh
8_@%0’

we can invoke the implicit function theorem to solve equation (10.30) for §,
and regard equation (10.33) as an implicit equation for ¢ as a function of &
(or vice versa). Once ¢ is eliminated, equation (10.30) can then be used to
determine § as a function of £ and hence the curve .

Example 10.6.4: Let
h(z,y,0) =y — (z+0)° = 0. (10.34)

The family of curves described by A consists of the cubic curve y = 3 shifted
parallel to the z-axis by the value c. Now,

ah 5
e = —3(z + )7,

go that equation (10.33) gives ¢ = —z. Equation (10.34) thus implies that
y(z) =0, so that if there is an envelope v, it must be the z-axis. In this case
the z-axis is an envelope for the family of curves.

Example 10.6.5: Let
h(z,y,0) =y + (@ +¢)? - 1=0. (10.35)

The family F corresponds to circles centred at (—c,0) of radius 1. Here,
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% =2(x + o),
go that equation (10.33) gives ¢ = —z. Equation (10.35) thus implies y(z) =
41. These lines form envelopes for F.

Note that satisfaction of equations (10.30) and (10.33) is a necessary but
not suflicient condition for an envelope. A simple counterexample is given by
the family of lines defined by h(z,y,¢) = y — cx = 0. Equations (10.30) and
(10.33) are satisfied only if ¢ = y = 0. The family has a “focus” at (0,0, but
this singularity is not an envelope.

Returning to the calculus of variations, if s is conjugate to zy and uw =
aul + Fus 18 a nontrivial solution to the Jacobl accessory equation, then o
and § cannot both be zero, and it is clear that we can choose Acs such
that Acy = AcyB/a {or Acy such that Ac; = Acga/3) and get a nontrivial
solution % to equation {10.14) that vanishes at zp and . In other words, for
the purposes of studying conjugate points we can let oo = 18/ and thus
regard y(z,c1, c2) as a one-parameter family y(x,c). Now,

. Oy o
T T o
g0 that al any conjugate point s we have

% _

de =0

consequently, the necessary condition for an envelope is satisfied at conjugate
points.

Envelopes abound in nature, and many arise through variational princi-
ples. For example, caustics are formed when light rays form an envelope. The
extremals are the solutions to the Euler-Lagrange equations that arise from
Fermat’s Principle. A convenient example is the bright curve formed in a par-
tially full tea cup on a sunny day as a result of the sun’s rays reflecting on
the inside of the cup.”

Example 10.6.6: Parabola of Safety

Another prominent example of an envelope is the so-called “parabola of
gafety” familiar to artillery gunners (and combat pilots). The path of the
projectile is governed by Hamilton’s Principle. Suppose that the cannon is
fixed at the origin, but that it may be elevated at any angle ¢, 0 < ¢ < n/2.
The resulting trajectories for projectiles leaving the cannon are the parabolas
given by

" True, these extremals are certainly not smooth, but. if needed, we can restrict our
attention to the family of light rays after the reflection. The curve that forms the
caustic is called a nephroid.
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2

qx
=t =
y(‘r’ QB) €L a‘nqs QUCQ)COSQ qs’

where g is the gravitation constant and vy is the initial speed (muzzle velocity),
which assumed to be the same for all projectiles. For this example,

(10.36)

gx*

k =y—at —
(551 y,qﬁ) Y xZ anqu—l— Q’U[Q)COSQ QIS’

s0 that

dh gz
% = rseco (Ugtanqbl> .

The solution to equation (10.33) is

9% tang = 1. (10.37)
0

Y,

Equations (10.36) and (10.37) imply that

2 2
% 9T
ylz) = 2% (10.38)

Equation (10.38) defines the parabola of safety. Each extremal in the family
defined by relation (10.36) lies below this parabola except at one point where
the extremal and the parabola intersect and have a common tangent. The
“firing zone” is the space between the parabola of safety and the z-axis. The
projectiles never exit this zone, so a pilot can fly safely above the parabola.

An introduction to envelopes and applications is given by Boeltyanskii [13].
A more rigorous and advanced (but still quite accessible) account of envelopes
and other singularities is given by Bruce and Giblin [18].

Conjugate points need not always yield envelopes for a family of extremals.
The family of geodesics on a sphere through the North Pole, for instance,
defines a family of extremals (lines of longitude) that intersect at a common
point (the South Pole), which is a conjugate point that iz certainly not an
envelope. There is, In fact, an optical device that mimics geodesics on a sphere.
The lens is called the Maxwell fisheye. The refractive index for this lens is

1
" G

where r denotes the distance from a fixed point, and @ and ny are constants.
Born and Wolf [14], pp. 147-149 and Luneberg [50] pp. 197214 discuss this

remarkable lens and certain generalizations.
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10.6.3 Saddle Points*

Theorem 10.4.7 shows that if an extremal produces a local minimum for a
functional J, then it cannot have conjugate points in the interval (zq,x1).
Theorem 10.5.1 shows that extremals that do not have conjugate points in
the interval (zg, z1] procduce weak local minima for J. Geodesics on the sphere
from the North Pole to the South Pole show that if x1 i1s conjugate to zg
then the extremal (albeit not uniquely determined) may still produce a local
minimum. These results can be easily adapted to the case of local maxima
of a functional J by simply applying the results to the functional K = —J
instead of J. We can thus conclude that an extremal ¥ corresponds to neither
a local minimum nor a local maximum if there is a point conjugate to zg
in the interval (zg,z1). The question arises whether it iz possible to classify
extremals with conjugate points in a manner analogous to that used in finite
dimensions for saddle peoints. Although such a classification may be of limited
interest in many physical applications, it turns out that it is certainly a fruitful
line of enquiry in topology and differential geometry.

The classification of extremals with conjugate points is the starting point
for a broad subject called “The Calculus of Variations in the Large™ ploneered
by M. Morse. It is well beyond the scope of this book to give even a rudimen-
tary account of this topic, but we do give a few comments (no proofs), which
we hope will whet the appetite of the reader to lock at a serious study of
this subject. A standard reference is the book by Morse [55]. Milnor [53] and
Spivak [65] also give accounts of the theory as it applies to geodesics. As with
the previous material, we focus exclusively on candidates for local minima and
the strengthened Legendre condition (10.9) is assumed to be satisfied.

The key to obtalning a classification of extremals lies in extending the
Morse index to infinite-dimensional spaces. In finite-dimensional spaces, the
Morse index counts the number of minus signs in the cancnical represent.ation
of f near xg (Lemma 10.1.1). On a slightly deeper level, the Morse index cor-
responds to the maximum dimension of a subspace of R™ wherein the Hessian
matrix Is negative definite. This idea can be transferred to infinite dimen-
sional spaces. If the function space is a Hilbert space, then a decomposition
of quadratic functionale such as 62J analogous to that given in Lemma 10.1.1
is possible (cf. [22], pp. 571-572). Here we take the direct approach. Let y be
an extremal for the functional J and let 62J : H x H — R be the correspond-
ing second varlation. The Morse index A of ¥ 1s defined to be the maximal
dimension of the subspace of H on which 627 is negative definite.

The problem with the above definition is that it is not clear how one might
determine A, or for that matter, if A Is even finite. It turns out that there is a
tractable way to calculate A thanks to the Morse index theorem. The general
statement of this result concerns functionals that involve several dependent
variables, and the notion of multiplicity for conjugate peints is needed. The
multiplicity of a point s conjugate to zg is defined to be the number of
linearly independent sclutions 1 to the Jacobl accessory equation that satisfy
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u(zg) = u(s) = 0. For our case,® the general solution to the Jacobi accessory
equation (10.14) is of the form u = awuy + Bus, where uy and ug are linearly
independent solutions to (10.14) and «, # are constants. It iz thus clear that
the multiplicity cannot exceed two. The problem of finding nontrivial solutions
to this boundary-value problem is a thinly disguised Sturm-Liouville problem,
and we know that all the eigenvalues associated with such problems are simple
(see Section 5.1). In short, the multiplicity of conjugate peints is one, for
functionals of the type considered here.

A general statement of the Morse index theorem along with a proof is
given in Milnor [53]. Here, we give a simple “no frills” version for extremals
to functionals of the form

J(y) = / fe gy de

that satisfy the strengthened Legendre condition.

Theorem 10.6.1 (Morse Index Theorem) Let y be an extremal for J.
The index A of §2J is equal to the number of points in (zg,x1) conjugate to
xgy. This index is always findte.

The above result allows us to classify extremals in a spirit similar to that
used to classifly critical points in finite-dimensional spaces. For instance, if
A = 0 for an extremal, and x; is not conjugate to xy, then Theorem 10.5.1
indicates that J has a weak local minimum at %. For the functional of Example
10.3.3, the index A is at least 1 since w € (0,0); if, say # = 7n/2, then A = 3,
gince the conjugate points m, 2m, and 3w are all in (0,¢). For thiz example
the coeflicients of the Jacobl accessory equation do not depend on %, so that
all extremals with the same endpoints have the same index. Geodesics on
the sphere can have an index of 0 or 1 depending on whether they contain
antipodal points. Similarly, extremals for the catenary can have a Morse index
of 0 or 1 depending on the choice of solutions for the integration constants

(Example 10.6.3).

Exercises 10.6:

1. Derive the Jacobl accessory equation for the catenary and verify directly
that the functions u; and ¢y in Example 10.6.3 are sclutions to this equa-
tion.

2. In Example 10.6.3 suppose that the boundary values are y{(0) = 1 and
y(1) = cogh(1). Find a solution (e1,e2) such that the corresponding ex-
tremal produces a weak local minimum.

& The Jacobi accessory equation is a vector differential equation when the functional
involves several dependent variables. For our case, the Jacobi accessory equation
is scalar.
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Let P
J{y) = f (yg — 4™ — 2y cosh a:) dz.
0

Find the extremals for J and show that for the fixed endpoint problem

these extremals produce weak local maxima.

Let

i
J () :/ y (1 +a:2y") dz,
o

where 0 < zp < z1. Find the extremals for J and the general sclution

to the Jacobl accessory equation. Find any conjugate points to xy and

determine the nature of the extremals for the fixed endpoint problem.

Let J be the functional of Exercises 10.3-2.

(a) Derive a two-parameter family of functions y{z,cy, c2) that are ex-
tremals for J.

(b) Find the general solution to the Jacobi accessory equation and show
that there are no points conjugate to gy for any choice of g and y{zg).
Determine the nature of the extremals for this problem.

Let J be the functional of Hxercises 10.3-1 (geodesics on the sphere). The

extremals for J satisfy the implicit equation
tan @ cos(¢ + c2) = tancy,

where ¢; and o2 are constants. Find the general solution to the Jacobi
accessory equation. If 4 is the point with spherical coordinates (R, ¢q, )
show that the points conjugate to A have coordinates (R, ¢o, 6o £ 7).
Let

hiz,y,c) =o° — (z + ).
Find the curve along with the points (z,¥) that satisfy h{z,y,¢) = 0 and
equation (10.33). Does this curve form an envelope?
Let ¢ and £ be constants such that ¢ > £ > 0, and consider the one-
parameter family of circles given by

2
hiz,y,0) = o (1 ;) ~2az 1+ (2 + o7+ £7) =0

Solve the equations A(z,y,a) = 0 and (10.33), and show that this family
of curves forms an envelope corresponding to the hyperbola

55.2 yQ

zE e
This family of circles arises in the study of the sound made by a supersonic
aircraft. In the model, £ iz the height of the aircraft and e = fv/u, where
v is the speed of the aircraft and w is the speed of sound in air (hence
e > £ for supersonic aircraft). The right branch of the hyperbola encloses
a region known as the zone of audibility. See [13] for more details and
other applications.
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10.7 Convex Integrands

In this section we present a sufficient condition for a minimum that does not
involve conjugate points. The condition exploits the case where the integrand
is a convex function of  and %/, and uses a basic result about convex functions
to establish the requisite inequalities. The requirement of convexity, however,
is harsh: many functionals such as that for the catenary do not have con-
vex integrands. Nonetheless, the test for convexity is straightforward and the
result is simple to use.

Recall that a set £2 € B2 is convex if the line segments connecting any
two points 21, 22 € £2 lie in f2. In other words, if 21,22 € {2 then

w(t) ={1—t)z +izz € 2

for all ¢ € [0,1]. The sets B2, {(y,w) € B% : y? + w?® < 1} and {(y,w) € R?:
ly| <1 and |w| < 1} are examples of convex sets.
Let 2  R? be a convex set. A function f : {2 — R is eaid to be convex if

FOW() = F((1— By + tae) < (1— £) f(m) + tf(z2) (10.39)

for all 21,22 € {2 and all ¢ € [0, 1]. Geometrically, inequality (10.39) implies
that the set M = {(z,2) € 2 xR : z > f(#)} is a convex set. Roughly
speaking, M is the set of points that “lies above” the graph of f.

In finite-dimensional optimization, convexity is a desirable property be-
cause one can proceed directly to the classification of a critical point without
resorting to the Hessian matrix. More importantly, the minimum thus found
is global in the sense that it is a minimum of f for all z € {2. The crucial in-
equality that leads to this result comes directly from the mean value theorem.

Let 2 € B2 be a convex set and let f: 2 — R be a convex function that
has continuous partial derivatives on (2. Let z,2s € {2. Then

w(t) = (1 —t)z) + 182 =21 +8(22 — 21) € {2

for all t € [0,1], and the mean value theorem implies that there is a 7 € (0,1)
such that
Flw(t)) = f(z1) +t(ze — 21) - VF(w(r). (10.40)

Equation (10.40) and inequality (10.39) imply
F(21) +t(Be —21)  VIAw(r) < (1 =) f(z1) +¢f{22);
- (2 — ) - VI (w () < f(z2) — f(am),

for all ¢ € (0,1). Now, #z; and 2z are fixed points in (2, but 7 depends
on t and 0 < 7 < £ Since the partial derivatives of f are continuous,
limg o VF(W(7r)) = Vf(21); hence, for any 21,22 € {2,
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(ZQ — Z]_) . Vf(Zl) S f(ZQ) — f(Zl). (1041)

Suppose now that z; is a stationary point for f so that Vf(z1) = 0. The
above Inequality shows that

fz1) < flz2)

for all zg € {2. In this manner we see that stationary points for convex func-
tions lead to a minimum for f in (2.

We can exploit the above result to develop a sufficient condition for a
functional to have a minimum at an extremal. Let

J(y):/ 1J‘T(sﬂ,y,y’)ai’:r,

and let Dy € R® denote the domain of definition for f. Suppose that for each
x € [xo, z1] the set

Qs ={(y,y") € B*: (z,9,9) € Dy}

is convex, and that f as a function on {2, is convex. Then for any points
(y, "), (9, 9") € {2, inequality (10.41) implies

f('rr @'1 3}!) - f('rv Y, yl) 2 (3} - y)fy(‘rr i, y!) + (,g! - y!)fy’ (Iv Y, yl)

Suppose now that y is a smooth extremal for J and that § € 5, so that
H(zg) = y(xg) and §{zq) = y(x1). Then,

J@ I = [ i) — feuy) d

Z0

> [ = n ) + @ — )y (2,9, y) de.

20
Since § € 5, integration by parts shows that

&4 1 d
/ (@r—y!)fy’(xa Y, y,) dz = _/ E(fy’(‘r’y’y,)) (@_y) d,

Q Zo

and hence
16) 1w = [0 (flens) - 5 Gy @) | de

Now, vy satisfies the Euler-Lagrange equation, so that the integrand in the
above inequality is zero; therefore,

J(§) = J(y) 20,

and consequently J has a minimum at 7. In summary we have the following
result.



10.7 Convex Integrands 259

Theorem 10.7.1 Suppose that for each x € [zg,xz1] the set (2, is conves,
and that { is o convex function of the variables (y,v') € £2;. If y is a smooth
extremal for J, then J has a minimum at y for the fized endpoint problem.

In order to apply the above theorem we need a method for discerning
whether a given function of two variables is convex. Fortunately, there is a
tractable characterization when [ is a smooth function. We omit the proof of
the next result.”

Theorem 10.7.2 Let {2 € R? be a conver set and let f: {2 — R be a function
with continuous first- and second-order partial derivatives. The function f is
conwez if and only if for each (y,w) € {2:

Fyuy, )
fww(ya w)
fyy(ya w)fww(yaw) - fygw(y’ w) =A>0

The final inequality in the above theorem is simply the requirement that
the quadratic form ) introduced in Section 10.1 be positive semidefinite. Geo-
metrically, this inequality ensures that the Gaussian curvature is nonnegative
and hence each point on the surface described by (y,w, f(y,w)), (y,w) € 2 s
either elliptic or parabolic. Elliptic and parabolic points are characterized by
the property that the tangent plane at (y,w, f(y¥, w)) does not intersect the
gurface in a neighbourhood of (y,w, f(y, w)). The other inequalities ensure
that the surface always “lies above” the tangent plane. A paradigm for a con-
vex function is the paraboloid described by f(y,w) = 32 +w? for (y,w) € R2.
A convexity condition for functions of three or more independent variables
can be derived using the Hesslan matrix of Section 10.1. For example, if f Is
a smooth function on the convex set {2 C R™ and the Hessian matrix for f is
positive definite, then f is a convex function {cf. Theorem 10.1.2 for conditions
on the Hessian matrix).

>0
>0

Example 10.7.1: Geodesics in the Plane
Let J be the arclength functional

o
J(y):f 1+y2dr
o0

(Example 2.2.1). Here, f(z,y,%') = /1 + %2, and hence 2, = R? is a convex
set. Moreover, for all (y,y") € (2;, we have f,, = f,,y =0, and

1
TR

hence, f is convex. Theorem 10.7.1 thus implies that (among smooth curves)
line segments are the curves of shortest arclength between two points in the
plane.

fy’y’

® A proof can be found in [15], pp. 41-43.
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Example 10.7.2: Catenary
The integrand of the catenary problem (Fxample 2.3.3) is f(z,y,y) =

yv1+ . Now, f,,, =0, but

!
Y
for = ——,
yy Tt o2
so that A < 0 for all ' # 0. The integrand is thus not convex. We could

have deduced this from Example 10.6.3, because there are conjugate points
for certain sclutions of the boundary value equations.

Example 10.7.3: Consider an integrand of the form

2
fle,u ) = (aay— v — )7,

where ¢; and oo are constants. {The Ramsey growth model of Exercises 7.1-2
has an integrand of this form.) Here (2, = R?, Sy = 207 > 0, Sy =220,
and f,,» = —2¢; > 0. Hence, A = 0, and the integrand is convex. Extremals
to the fixed endpoint problem thus correspond to minima.

Exercises 10.7:

1. Let {2 be a convex set and suppose that f and g are convex functions on
{2, Show that the function f + g Is also convex.

2. Determine whether the integrand for the brachystochrone functional (Fx-
ample 2.3.4) is convex.

3. Show that the functions /42 + /2 and e¥+/1 + /2 are convex.
4. Is the integrand convex for the functional of Exercises 10.3-27

5. Develop a result analogous to Theorem 10.7.1 for functionals of the form

J(y):f 1f(ﬂz,y,?,r”)d:r,

and apply it to the fixed endpoeint problem for the beam of Example 7.1.3.
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Analysis and Differential Equations

In this appendix we review some elementary analytical concepts that are used
frequently in the book. The review is intended to be simply a brief summary
of a few key results from analysis and differential equations that are relevant
to material presented in the text. [t Is not intended as a “quick introduction”
to these topics: it is merely a budget of handy results collected for the con-
venience of the reader. The first two sections concern Taylor polynomials and
the implicit function theorem. A full account of these topics resplendent with
proofs can be found in any book on real analysis or advanced calculus (e.g.,
[19], [58], [29]). The third section deals with the theory of ordinary differen-
tial equations. Here, one can consult Birkhoff and Rota [9], Coddington and
Levinson [24], or Petrovski [60] for detailed presentations.

A.1 Taylor’s Theorem

A good deal of the mathematics in this book relies on an exceedingly useful
result known as Taylor’s theocrem. We commeonly encounter transcendental
functions such as e® or algebraic functions such as /1 + z2, that need to be
approximated near a given point in terms of a polynomial. Taylor’s theorem
provides the analytical framework to do such approximations. Let us first
warm up with the mean value theorem.

Theorem A.1.1 (Mean Value Theorem) Let zg and z1 be real numbers
such that x4 < x1. Let f be a function continuous in [zg, 21| and differentiable
in (g, z1). Then there is o number £ such that o < £ < 11 and

Flz1) = flzo) + (m1 — z0)f'(£). (A1)

The mean value theorem Is easy to explain geometrically. The slope of the
line segment that connects the points (zq, f{xg)) and (z1, f(x1)) is

iy 21 = f(z0)

1 —Tp
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The mean value theorem asserts that somewhere in the interval {zg,z1) the

graph of the function f has a tangent parallel to the line segment; i.e., m =
(&) (figure A.1). Tt is clear that there may be several values of £ € (x0, 1)

Yy A

y=f(x)

>

Fig. A.l.

for which equation (A.1) iz valid. The “catch” is that the mean value theorem
does not give us any value for £&. We know only that it s in the open interval
(zo, £1), so that all the uncertainty of the representation lies in the derivative
term. We can nonetheless use this result to approximate f near zy with some
control over the error through the derivative.

Note that the mean value theorem can easily be interpreted to be a repre-
sentation of f at xg in terms of f(x;) and the derivative term. In other words,
the relation is symmetric and it does not matter whether x4 < 1 or g > 2.
The point ig that there is a number £ between these numbers such that (A.1)
1s satisfied provided [ satisfies the continuity and differentiability conditions
in the relevant interval.

The mean value theorem can be extended to provide representations of f
in terms of a nonlinear pelynomial. This extension goes by various names such
as the “generalized mean value theorem,” the “higher mean value theorem,”
“Taylor’s theorem with remainder,” or simply Taylor’s theorem.

Theorem A.1.2 (Taylor’s Theorem) Let f be a function such that its first
n derivatives are continuous in the interval (1o, 2], and fFt(z) ewists for
all z € (xo,x1). Then, there is a number £ € (xg, x1) such that

(z1 — 7o)

flar) = fzo) + (@1 — zo) ' (zo) 5 (o) + -
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(I 71‘)71 22 (I 7I)n+1 22
+%f( M%)‘Fﬁf( ().

The polynomial

£ — 7p)° Ty — 2g)"
Pa(er) = flxo)+(z1—0) (o) 2 pr(agy o 212 gt
is called the nth degree Taylor polynomial of f at zy. The term

(Il o l‘o)n+1
(n+1)!
is called the remainder. If there is a number M such that M > |f*+i{z)|

for all z € (zg, 1), then we can approximate f by the Taylor polynomial F,
with an error bound of the form

[

Rﬂ+1 -

(z1 — o)™t
|f(551) - Pn($1)| < WM

Note that if f*t1(z) is continuous in the interval [xo,z1], then this function
must be bounded. Hence, for this case there is always a number M such that
M > |7 i(x)| for all z € [zg,x1].

Taylor’s theorem can be generalized to functions of several independent
variables. To keep things simple we give a version for two variables and restrict
the geometry to discs in the plane. First, however, to avoid swimming in
notation we Introduce the operator

a a
(1 —z0,91— o)V = (21 — 5'30)% + (y1 — yo)a—y,

and the notation [(z1 — zg,y1 —vw) - V] = (z1 — xo,v1 —wo) - V. Forn > 1,
let

[(331 —To, 1 *?Jo) ' V]nH = (591 — To,¥1 — yo) ' V[(Il — To, W1 *?Jo) ' V]n-

For example,

[(z1 — 0,51 —w0) - V]” = <($1 - 5«"0)% + (y1 — yO)%)

a a
((531 — 550)% + (yl - yO)ﬁy)
52 (92
= (21 — 550)9@ +2(xy — 2o (1 — yo)—aray

o 0
+(y1 — o) a—yg

We also use the notation
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T1— To, YL — v
[(z1 0¥ — o) - V] f (o)
to indicate that the operator acts on f and the derivatives are evaluated at
the point (z,y) = (¢, d).

Theorem A.1.3 Let Dp = {(z,y) € R : (z — 20)* + (¥ — w0)* < R?} and
suppose that f: Dp — B2 has continuous partial derivatives up through order
n—+1in Dg. Then for any point (x1,1) € Dg, there is a point (a,b) on the
line segment connecting (x1,%1) to (To, o) such that

fleny) = fleo,w) + (g1 — 20,00 —w) - V] f

(zo,u0)

. ) V) f

— (x1 — 2z, 1 — .

21 ! 0.1~ Ho (zo,m0)

1

il — &g,y — vk
+ ol [(z1— zo,y1 — Yo) 1" f (20,50)

1 n+1

+ (n_i_]-), [(‘Tl To, Y1 yO) V} f (a,b)-

As in the one-variable case we can use Taylor’s theorem to approximate f
and control the error by finding suitable bounds for the n 4+ 1th-order partial
derivatives. We use this version of Taylor’s theorem several times in the book.
One might draw comfort, however, from the fact that we seldom need terms
beyond the second order.

The reader is doubtless familiar with Taylor series or at least the special
case of Maclaurin series. For example, we are familiar with the series repre-
sentations

2 3

. = oz
e 71+1‘+§+§+...7 IER,
, 3 z®
sm(a:):a:—g—l—ﬁ—---, z el
=ltxtra?+22 4., |z[<1,

1—=

and 1t is natural to enquire if the Taylor polynomial tends to f as n — oo,
assuming [ has derivatives of all orders. In other words, if f has derivatives
of all orders in a neighbourhood of zy does F,(x} — f(z) as n — co for all =
sufliciently close to z3? The answer i1s noe. The Cauchy function

. g1/ if z 2£0,
f(z)_{o ifz =0,

provides a counterexample. It can be shown using the definition of a derivative
that f has derivatives of all orders at = 0 and that f*(0) = 0 for all
n =1,2,.... The Taylor polynomial is thus
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Pu.(z) =0,
for all n. Hence limy o0 Po(z) = 0. It is clear that f(z) > 0 for all = £

consequently, limy, oo Fr(2) # f(z) except at x = 0. Functions that can be
represented by a convergent power series with a nonzero radius of convergence
are thus special. If there exists a representation of f of the form

flo) =) oulz —a0)",

valid for all |z — zg| < p, where g is some positive number, then f is said to be
(real) analytic at zg. Such functions always have Taylor series representations
at xg and

FO ()
Gy, = ————=.
71l
Similar statements can be made concerning functions of several independent
variables.
Finally, we note that the Cauchy function can also be used to construct
a mollifier. Roughly speaking, a mollifier is a smooth function that is zero
outside a bounded interval I and nonzerc within f. Specifically, choose any
a € R, a0, and consider the function

()= { € i fal <o,
lo0 if |#| > a.

It can be shown that m has derivatives of all orders for all x € R, and that
miz) > 0, if z € (—a,a); otherwise, m{z) = 0. Evidently, we can modify this
function so that given any two points a,b with a < b we get a mollifier that is
zero outside (a,b) and positive inside (a,b). Such functions are always useful.
In this book, however, we tend to use simpler functions that have similar
properties, bul are not as smooth. Such functions have the merit of simplicity
for our calculations.

A.2 The Implicit Function Theorem

Frequently, we are confronted with equations of the form

g(z,y) =0, (A.2)

which we need to either solve for  or v, or at least discern whether such an
equation defines i as a function of z (or vice versa). Often, we cannot solve
implicit equations, but it is Important to know qualitative detalls such as
whether a solution exists and is unique. We also usually need to know certain
analytical properties such as continuity of solutions. When we cannot find an
explicit solution (or need only qualitative properties), the implicit function
theorem comes to our rescue.



266 A Analysis and Differential Equations

Theorem A.2.1 (Implicit Function Theorem) Let g: 2 — R be a func-
tion defined in a neighbourhood 2 C R? of the point (xq,y0) such that

glzo,yo) =0, (A.3)

and suppose that g is differentioble with respect to y and that dg/dy is con-
tinuous wn (2. If

99
3y l(zo,y0)

then there exist neighbourkoods I,, C R of 29 and I,, < R of %, and a
function ¢ I, — R such that:

L. ¢(zo) = vo;
2. for all x € I, we have (z,¢(x)) € £2, and

9(z, ¢(x)) = 0; (A.5)

(A.4)

3. the function ¢ with the above properties is unique; and
4. ¢ is continuous in I,

Moreover, if 8q/0x exists and is continuous in {2, then the funclion ¢ is
differentiable for oll x € I, and

¢(z)=—3=. (A.6)

Loosely speaking, given a point (zg,yo) at which g{zo, yo) = 0, the implicit
function theorem guarantees that implicit relations such as (A.2) are solvable
for y, provided g satisfies the requisite conditions. The sclution ¢ is local in
character: we do not know I, explicitly. Also, it is worth noting that the above
theorem does not. preclude the existence of another solution 8(z) to (A.2), but
it does preclude two distinct solutions 8, ¢ such that #{zq) = ¢(xe) = vyo. For
example, let g(z,y) = z — ¢* and xp = yo = 1. Evidently, g satisfies the
conditions of the implicit function theorem and @(z) = 1/ iz the unique
solution with the properties listed in 1 and 2 of the implicit function theorem.
The function 8{z) = —+/z is also a solution to g(z,y) =0, but #{zg) # vo.

The implicit function theorem can be extended to systems of implicit equa-
tions such as

f(‘ra U, U, U) - Oa
(A.T)
g(z,y,u,v) = 0.
Suppose that we wish to solve the above system for, say, w and v In terms of =

and y in a neighbourhood of a point {xg, vg, uo, vo) that satisfies the equations.
In this case, condition (A.4) generalizes to the Jacohian condition
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J(IO,Q’O,UO,UO) - gg£7i§
7 of 8f
—det(% %)
du v
_8fag  Of dg
C Budv Awdu’

where the partial derivatives are evaluated at (xg, %o, uo, o). Under conditions
analogous to those given in Theorem A.2.1 it can be shown that there is a
unique solution ¢(x, vy}, 1(x,y) with properties analogous to those of ¢(zx} in
Theorem A.2.1. An important special case of this result concerns coordinate
transformations of the form

r = z(u,v),
(A.8)
y = ylu,v).

The central question is whether such transformations can be inverted to get
w and v In terms of z and .

Theorem A.2.2 (Inverse Transformations) Let xg = x(ug,vg) and yo =
yl{ug, vo). Suppose that the functions x(u,v) and y(u,v) have continuous par-
tial derivatives of order 1 in a neighbourhood 2 C R? of the point (ug,vo).
Suppose further that the Jacebian condition

_ dzy)

7= Hu,v)

£0

is satisfied at (up,vo). Then there is a neighbourhood N(xg,7o) C R? of
(zo,yo) and functions w(z,y), v(x,y) defined in N(xo,yo) such that:

1. wlzo, o) = uo ond v(zo,vo) = vo;
2. the identities

rlu(z,y),v(z,v) ==,
y(u(a:, y),v(m, y)) =Y

are valid throughowt N(zo,y0);

3. the functions w(z,y) and v(x,y) that satisfy the above properties are unique;
and

4. u(z,y) and v(zx,y) have continuous partial dertvatives in N (zo,%0), and

du 1dy du 1 dx

9s " Tow oy Tav
v 18y dv 18z

dr —  Jouw dy  Jou
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Consider, for example, the familiar transformation to polar coordinates

T = uUCcCosv,

2y = wsin .
The Jacobian is given by

HNx,y)  Oxdy Iz dy
Au,v)  dudv v du

= wcos® v+ usin® v

hence, the Jacobian is nonzero provided u # 0. Clearly z(u,v) and y(u,v)
satisfy the requisite smoothness conditions for any (u,v) € B2 We thus con-
clude that given any point {(ug, ), with ug #£ 0, there is a neighbourhood of
(ug, vo) wherein the transformation is invertible. We see that

w = (552 +y2)1/2’

— asetan (£
v = arctan | = | .
T

Although the above expressions for © and v involve multifunctions, note that
the conditions u{zg,yp) = ug and v(zg,4) = vo determine the branches
of these functions. The exceptional point for this transformation is the pole
(ug, v} = {0,7vy). Here, we know that the equations x; = ugcosvy = 0 and
7o = upsinvg = O place no restrictions on vg, so that there cannot be a unique
inverse.

A.3 Theory of Ordinary Differential Equations

Much of our study of the calculus of variations revolves arcund the Euler-
Lagrange equation, which is a second-order nonlinear ordinary differential
equation. We also need to study ordinary differential equations arising from
constraints and sufficient conditions (the Jacobi accessory equation}). Suffice
it to say that ordinary differential equations loom large in the subject. Some
of the theory underlying these equations is developed as needed in the context
of its application. There are some results, however, that we use several times
and 1t 1s perhaps best to collect them In a single section for reference.
(Gilven an equation of the form

glz,y,y') =0, (A.9)

where 3’ denotes dy/dz, we face a more formidable problem than that posed by
Implicit equations. Assuming g satisfies the conditions of the implicit function
theorem with respect to v/, and g(xq, v, %) = 0, we can (at least in principle)
golve equation (A.9) for ¥/ and thus study an equation of the form
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' (z) = flz,y) (A.10)

along with the condition
y(zo) = vo. (A1)

Equation {A.10) along with the condition (A.11} is an example of an initial-
value problem. There are no systematic solution techniques available for
solving such problems explicitly in closed form. If f has some special properties
(e.g., if f is separable) then there are special methods for solution, but for
the general f we must concede defeat. As with the implicit function theorem,
we olten do not need to know the solution explicitly, bul we do need to
know whether a solution exists and perhaps some qualitative properties such
as uniqueness and smoothness. The following result is basic to the theory
of differential equations and plays a role analogous to the implicit function
theorem in that it guarantees the existence of a unique local sclution.

Theorem A.3.1 (Picard’s Theorem) Suppose that f(xr,y) is continuous
with respect to & in a neighbourhood N(xg,vo) C R? of (xg,%0), and there is
a constant K > 0 such that for oll (x,11), (z,%2) € N(zo,%0)

|flz,u2) — flz,v1)| < Ky — vl (A.12)

Then there exists a neighbourhood N(zo) C R of zg and a function y(x) such
that

Viz) = flz,y)
Jor oll x € N(xzo), and
y(zo) = vo.

Moreover, the solution is unique.

Inequality (A.12) is called the Lipschitz condition, and if f satisfies
this inequality for some K then f is called Lipschitz continuous in . The
requirement of Lipschitz continuity is stronger than that of continuity. If f is
Lipschitz continuous in v then it Is continuous In %, but the converse is not
true. We note that if we loosen the requirement on f to continuity in ¥y, then
we still have the existence of a solution (Peanc’s existence theorem, [60], p.
29), but uniqueness is not guaranteed. For example, the simple problem

Y (x) =y,
y(0) =0

has the two distinct solutions

v = (32} o

For our purposes we seldom need the generality afforded by the Lipschitz
condition. Usually, f is differentiable in ¥, and this is a stronger condition
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than Lipschitz continuity. Suppose, for example, that df /8y is continucus in
the disc D(xo, %) = {{z,%) : (z — 20)® + (¥ — v0)® < R?}, where R > 0. For
any choice of (z,41), (z,y2) € D(zo, %) we can apply the mean value theorem
to assert that there Is a number & between 4, and w2 such that

a
Flz,ye) = flz,m) + (ya — yl)%‘(m o

Since df /8y is continuous in D{zp,y0) it is bounded in this disc and hence
there is a K > 0 such that

fla,ye) — flz,)] = [ve —

af

By (w,i)‘ < Ky —y1l.

Thus, if f{z,y) has a continuous partial derivative with respect to ¥ in a neigh-
bourhood of (zq,%) then we can find a suitable disc D(zg, %) and conclude
that in this disc f is Lipschitz continuous in .

A general solution to equation (A.10) containg a parameter (the constant
of integration) the value of which is determined by the condition {A.11). It
is natural thus to enquire whether the general solution depends continuously
on this parameter. The next result gives conditions under which differential
equations contalning parameters have solutions that are smooth with respect
to the parameters. We show that the initial condition parameters are a special
case.

Theorem A.3.2 (Dependence of Solutions on Parameters) Let a =
(1,...,0n) and define the set B = {oo € R™ @ 1] < Br,--.,]on| < Bal,

where the 3 are positive numbers. Let (2 C R? be an open set with closure {2
and define the set T = 2 x B < R*2, Suppose that f: T — B has continu-
ous dertvatives with respect to y,a1,...,a, of order k> 0 on T, and that f
satisfies the Lipschitz condition

|f(z, 12, 0) — flz,m, )| < Ky — ]

for some K > 0 and all (z,y1,a), (x,92,0) € T. Given any point (zo,yo) € {2
there exists an interval [a,b] with o < zo < b such that the differentiol equation

y'(z) = flz,y ) (A.13)
has o unique solution ¢(x, o) that satisfies the condition
¢(I03 Oi) = Yo.

Moreover, ¢ has continuous derivatives with respect to the a; up to {and
including) order k on [0,b] x B.

Basically, the above theorem shows that the solutions to differential equations
that contain parameters are smooth in these parameters, provided f is smooth
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in these parameters. Note that if & > 1 In the theorem then the Lipschitz
condition will be satisfied automatically.
Returning to equation (A.10), congider the transformation
W=y Yo, Z=7%— To.
Under this transformation equation (A.10) is
w'(2) = flz + z0,w + o).

An Immediate consequence of the above theorem is that the general sclution
to (A.10) depends smoothly on the initial data zo, 40, provided f iz smooth
in r and y near (zg,yg).

The results concerning the existence and uniqueness of solutions along
with the continucus dependence on parameters can be extended to initial-
value problems of the form

y'(x) = £, y),
¥(zo) = Yo,
where y(z) = (yi(x), ...,y (x)), £ = (f1,..., fu), and ¥o € R*. The Lipschitz
condition in this framework is
£, y2) — £z, y1)| < Klyz — y1l,
where | - | is defined by

vl = Vlwal2 + -+ Jyal?

for all y = (y1,. .., tn)-
A higher-order differential equation can be readily converted into a system
of differential equations. For example, given the differential equation

v = flz,u,y),

let 31 = v and ¥ = v/. The above differential equation can then be recast as
the system

¥l = v,
yé = f(‘rr 1, y?)

In this manner we can tackle questions concerning existence and uniqueness
for higher-order equations. The results, however, are local in character and
concern the initial-value problem, where y and 4 are specified at a point zg.
The calculus of variations is impregnated with second-order differential equa-
tions, but most of the problems are boundary-value not. initial-value problems.
Boundary-value problems consist of determining solutions to a differential
that satisfy conditions of the form y(x) = 1o and y(z1) = y1, where zo < 21.
These problems are global in character because we require a solution to be
valid throughout the interval [zo, 21] and satisfy the boundary conditions. The
theory behind such problems is more complicated than that for initial-value
problems. A sample of one existence result is given in Section 2.6.
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Function Spaces

We give here a brief synopsis of some concepts from functional analysis. Al-
though we do not rely heavily on this material, it is included because a deeper
understanding of the calculus of variations requires at least a nodding famil-
larity with functional analysis. At a minimum we need a sensible definition of
“neighbouring functions,” and certain concepts from Hilbert space are helpful
for topics such as eigenvalue problems. This said, the book has been written
so that it Is not essential that the reader know functional analysis. A person
ignorant of the subject can nonetheless progress through the book and read
virtually every section with profit. Complete accounts of this material can be
found in any book on functional analysis such as Kreyszig [46] or Hutson and
Pym [40]. A concentrated account from a physicist’s standpoeint can be found
in Choquet-Bruhat et al. [22].

B.1 Normed Spaces

The calculus of variations is essentially optimization in spaces of functions.
It is thus useful to introduce some concepts from functional analysis, and
basic among these concepts 1s that of a normed vector space. The reader has
probably encountered the concept of a finite-dimensional vector space in a
course on linear algebra. These spaces are modelled after the set of vectors in
R"™. Vector spaces, however, can be defined more generally and need not be
finite dimensional. In fact, most the vector spaces of interest in the calculus
of variations are not finite dimensional. A vector space Is a nonempty set
X equipped with the operations of addition “4” and scalar multiplication.
For any elements f,g,h in X and any scalars a, /3 these operations have the
properties:

i) f+eeX;
(i) f+toa=g+f
(i) f+{g+h) =0U+a)+h
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(iv) there is a unique element 0 (called zero) in X such that f+0 = f for all
fekX;
(v) for each element f € X there iz a unique element (—f) € X such that

+(=f) =0;
(vi) afEX
(viiy a{f +g) =af +ag;
(viil) (e +B)f =af+ 81
(ix) (@8)f =a(Bf);
() 1-f= 1.

For our purposes, the scalars are the real numbers.

Example B.1.1:  The set of vectors {(z1,22,...,24) : zx € Rk =
1,2,...,n} is denoted by R™. Let x = (z1,%2,..., %) and ¥ = (y1,%2, - .-, Un)
be vectors in R™. If addition is defined by

X+y - (51"‘91’332"‘92,...,557@—9—1{7@),
and scalar multiplication by
ax = (ery, g, ..., @),

for any a € R, then R® is a vector space. The vector spaces R™ and C™ are
essentlally the prototypes for more abstract vector spaces.

Example B.1.2: Let {[xg, z1] denocte the set of all functions f : [zg,21] —
R that are continuous on the interval [zg,z1]. If, for any f,g € Clzg, z1],

addition is defined by
(f +a)z) = f(z) + g(z),
and scalar multiplication by
(@f)(z) = af(z),

for &« € R, then it is not difficult to see that Clzg,z1] iz a vector space.

Example B.1.8: Let #1 denote the set of sequences {a,} in R such that
the series > 7 | |a,| is convergent, and define addition so that for any two

elements A = {an}, B =14}
A+ B={a,+b,},
and scalar multiplication so that
ad = {aa,}.

Then £ is also a vector space.
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The above examples show that the elements in different vector spaces can
be quite different in nature. More important, however, there is a significant
difference between a vector space such as R™ and one such as Cxg, z1] hav-
ing to do with “dimension.” The space R™ has a basis: any set of n linearly
independent vectors in R™ such as e; = (1,0,...,0),es = {0,1,...,0)...e, =
(0,0,...,1) forms a basis. The concept of dimension is tied to the number
of elements in a basis for spaces such as R"™, but it is not clear what a basis
would be for a space like C[zp,z1]. In order to make some progress on gen-
eralizing the concept of dimension we need first to define what is meant by
a linearly independent set when the set itself might contain an infinite num-
ber of elements. We say that a set Is linearly independent if every finite
subset is linearly independent; otherwise it is called linearly dependent. If
there exists a positive integer n such that a vector space X has n linearly
independent vectors but any set of n + 1 vectors is linearly dependent, then
X is called finite dimensional. If no such integer exists, then X is called
infinite dimensional.

A subspace of a vector space X is a subset of X which is itself a vector
space under the same operations of addition and scalar multiplication. For
example, the set of functions f : [zg,z1] — R such that f is differentiable
on [rg,z1] is a subspace of C[xg,z1]. Given any vectors z1,2s2,...,2, in a
vector space X, a subspace can always be formed by generating all the linear
combinations involving the z,, i.e., all the vectors of the form oz + asrs +
o+ @2y, where the ags are scalars, is a subspace of X. Given any finite set
5 < X the subspace of X formed in this manner is called the span of S and
denoted by [$]. If § < X has an infinite number of elements then the span of
5 Is defined to be the setl of all finéte linear combinations of elements of 5.

Vector spaces of functions such as C[zg, 1] are called function spaces.
We are concerned primarily with function spaces, and to avoid repetition we
agree here that for any function space the operations of addition and scalar
multiplication are defined pointwise as was done for the space Clzg,z1] in
Example B.1.2.

Vector spaces are purely algebraic objects. In order to do any analysis
more structure is needed. In particular, basic concepts such as convergence
require some means of measuring the “distance” between objects in the vector
space. This leads us to the concept of a norm. A norm on a vector space X
is a real-valued function on X whose value at f € X is denoted by || f|| and
which has the properties:

() 1] =06
(ii) || f] =0if and only if f =0;
(i) e f [l = lef 1115

() | +al < [£]+ gl (the triangle inequality).

Here, f and g are arbitrary elements in X and « is any scalar. A vector space
X equipped with a norm || - || is called a normed vector space.
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Example B.1.4: For any x € R® let | - ||o be defined by
Ixlle = {(af + (@) + - + ()" 1"

Then || - || is a norm on R™. This function is called the Euclidean norm on
R"™. Another norm on R” is given by

x|l = |za] + |22 + - 4[],

Example B.1.5: The function |+ | oo, given by
[flloo = sup  [f(z)],

TE | Ty, T

iz well defined for any f = Clzg,z1], and it can be shown that || || ig &
norm for ([zg, z1]. Alternatively, since any function f in this vector space is
continuous, the function | f| is integrable and thus the function || - ||z given by

I = [ If@)do

0

iz well defined on Clzg, z1]. It can be shown that || ||g iz a norm on Clzg, z1].

Example B.1.6: Let n be a positive integer and let C"[zg, z1] denote the
sel of functions that have at least an nth order continuous derivative on the
interval [zg, z1]. Since any function that is differentiable on the interval [z, 21]
must also be continuous on this interval we have that C"[zq, z1] © Clzo, z1] for
n =1,2,.... In fact, we have the hierarchy C"[xq, z1] C C* Yag, 1] C --- C
Czo, 1] € Clzo, 71). We leave it to the reader to show that for n=1,2,...
('*|xg, 1] is a vector space and that the norms defined in Example B.1.5 are
algo norms for O [xg, £1]. Other norms, however, can be defined for the space
|z, 1] which take advantage of the extra property of differentiability. For

example, suppose n = 1. Then the function || - [|eo,1 given by
[fllecn = sup [flz)[+ sup [f(z)|
zE[xo,21] z2€[z0,21]

is a norm on Czg,x;]. Note that this function is also a norm for the space
C?|xp, x1]. In general we can define a norm of the form

k=n

[l = > sup |F® ()],

L0 *E[zo.z1]

for the space C"[zq,xz1]. Here, f* denotes the kth derivative of f and FO = .
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The above examples indicate that a given vector space may have several norms
leading to different normed vector spaces. For this reason, the notation (X, ||-||)
is often used to denote the vector space X equipped with the norm || - ||.

Once a vector space is equipped with a norm | - ||, a generalized distance
function (called the metric induced by the norm || - ||) can be readily defined.
The distance d(f,g) of an element f € X from another element g € X is
defined to be

dif.a)=1f— gl

The distance function for the normed vector space (R™,|| - ||z} corresponds
to the ordinary notion of Euclidean distance. The distance function for the
normed vector space (Clzg,z1], || ||oo) measures the maximum vertical sepa-
ration of the graph of f from the graph of g.

Neighbourhoods of an element in a normed vector space (X, || - ||) can be
defined as in the familiar finite-dimensional case. Specifically, for ¢ > 0 we
define an e-neighbourhood of an element f € X as

B(fie,|- ) =19 X:[[f —gl <e}.

We suppress the || - || in the above notation.
Convergence can be defined for sequences in a normed vector space in a
manner which mimics the familiar definition in real analysis. Let (X, | -|) be

a normed vector space and let {f,} denote an infinite sequence in X. The
gequence {fp} i3 said to converge in the norm if there exists an f € X
such that for every ¢ > 0 an integer N can be found with the property that
fn € B{f,¢) whenever n > N. The element f is called the limit of the
sequence { fi,}, and the relationship is denoted by lim, ., f» = f or simply
fn — f. Note that convergence depends on the choice of norm: a sequence
may converge in one norm and diverge in another. Note also that the limit f
must also be an element in X.

In a similar spirit, we can define Cauchy sequences for a normed vector
space. A sequence { f,,} in X is a Cauchy sequence (in the norm | - ||} if for
any € > 0 there iz an integer N such that

[frn — ful < e,

whenever m > N and n > N. Cauchy sequences play a vital role in the theory
of normed vector spaces. As with convergence, a sequence { f,,} in X may be
a Cauchy sequence for one cholice of norm but not a Cauchy sequence for
another choice.

It may be possible to define any number of norms on a given vector space
X. Two different norms, however, may yield exactly the same results concern-
ing convergence and Cauchy sequences. T'wo norms || ||, and || - ||, on a vector

space X are sald to be equivalent if there exist positive numbers o and 3
such that for all f ¢ X,

allflla < [1£]le < Bl fllo-
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If the norms || - ||, and || ||s are equivalent, then it is siraightforward to show
that convergence in one norm implies convergence in the other, and that the
get of Cauchy sequences in (X, ||-||¢) is the same as the set of Cauchy sequences
in (X, ||s). Equivalent norms lead to the same analytical results.

Identifying norms as equivalent can be difficult. In finite-dimensional vec-
tor spaces, however, the situation Is simple: all norms defined on a finite-
dimensional vector space are equivalent. Thus the two norms defined in BEx-
ample B.1.4 are equivalent. The situation is different for infinite-dimensional
spaces. For example, it can be shown that the norms || - ||z and || - || defined
on the gpace Clzp,z1] in Example B.1.5 are not equivalent.

B.2 Banach and Hilbert Spaces

The definitions for convergence and Cauchy sequences for normed vector
spaces are formally analogous to those given in elementary real analysis. Var-
ious results such as the uniqueness of the limit can be proved for general
normed vector spaces by essentially the same techniques used to prove anal-
ogous results in real analysis. The space (B™,| - |.), however, has a special
property not inherent in the definition of a normed vector space. It is well
known that a sequence in (R, | - ||.) converges if and only if it is a Cauchy se-
quence. This result does not extend to the general normed vector space. Every
convergent sequence In a normed vector space must be a Cauchy sequence,
but the converse is not true.

A normed vector space is called complete if every Cauchy sequence in
the vector space converges. Complete normed vector spaces are called Ba-
nach spaces. In finite-dimensional vector spaces, completeness in one norm
Implies completeness In any norm since all norms are equivalent. Thus, spaces
guch as (R™, || ||) and (R™, || - [|7) are Banach spaces. For finite-dimensional
vector spaces, completeness depends entirely on the vector space; for infinite-
dimensional vector spaces completeness depends also on the choice of norm.
The space (C]—1,1], || [|ec), for instance, is a Banach space, whereas the space
(C-1,1], |- 1l1) i not. If the norms |||, and | - || are equivalent, then the cor-
responding normed vector spaces are either both Banach or both Incomplete
since the set of Cauchy sequences is the same for each space, and convergence
in one norm implies convergence in the other. The two norms || ||1 and ||+ ||ss
on C[—1,1] are evidently not equivalent.

In passing we note that if a normed vector space Is not complete, it Is
possible to “enlarge” the vector space and redefine the norm so that the
resulting space is complete, and the value of the norm in the original space is
preserved. In finite dimensions, the paradigm is the completion of the set of
rational numbers to form the set of real numbers. An example involving an
infinite-dimensional space is given by the space (C[zg, x4, |- |/1). This normed
space is not complete. If the vector space C[zg, z1] is expanded to include all
functions that are Lebesgue integrable over the interval [zg, 21], and the norm
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is replaced by

1Fllzs = f[ Sy

where the Lebesgue integral is now used, then it can be shown that the re-
culting space is complete.!

A special type of Banach space that plays a large réle in analysis is called
a Hilbert space. Hilbert spaces are simpler than the general Banach space
owing to an additional structure called an inner product. Briefly, a (real)
inner product on a vector space X is a function {-,-} on X x X such that
for any f,g,h € X and any a € C the following conditions hold.

DL H 20

i) {f,fy=0if and only if f =0,
i) {f+ag.h)={fh)+ {g,h);
iv) (f,q) = {g,f);

(v) {af,g) =alf,g).

A vector space X equipped with an inner product {-, ) is called an inner
product space and denoted by (X, {,}). Note that condition (i) indicates
that {f, f} is always a real nonnegative number. Note also that conditions (iii)
and (iv) imply that

[ —

{(frgt+hy={f9)+ (R

Example B.2.1: Let X = R® and for any x = {(z,79,...,7,),¥ =
(1,72, .-, Yn) € R™ let the function {-,-} be defined by

T
Xy} =z
i=1

Then (-, } defines an inner product on R™. In fact, the definition of the inner
product is modelled after the familiar inner product {dot product) defined for
R™.

Example B.2.2:  Let #? denote the set of sequences {a,} such that the
series > - | a2 is convergent. If addition and scalar multiplication are defined
the same way as for the space £1 in Example B.1.3, then £2 is a vector space.
Suppose that a = {a,},b = {b,} € 2, and let ¢, = max(a,,b,). Then the
series > 7 2 is convergent and hence the series Yoo | anby is absolutely
convergent. An inner product on this vector space is defined by

! Strictly speaking the function replacing the norm is not even a norm because
|fllzr = 0 does not imply that f = 0. This problem is easily remedied using
equivalence classes; i.e., two functions f and g are equivalent if f = g almost
everywhere.
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(a,b} = i Onbny.
n=1

If (X, {-,+}) ig an inner product space, then it can be shown that the func-

tion || - || defined by
IFIF = /{75 F)s

1s a norm on the vector space X. Thus, any inner product space leads to a
normed vector space. The special norm defined above is called the norm in-
duced by the inner product. The normed vector space formed by the induced
norm may or may not be complete. If (X, N} is a Banach space then the inner
product space (X {-,-}) is called a Hilbert space. A Hilbert space iz thus an
inner product space that 1s complete in the norm induced by the inner prod-
uct. The inner product space (R™, (-, )) is an example of a finite-dimensional
Hilbert space. Tt can be shown that the inner product space (¢2,{.,.}) of Fx-
ample B.2.2 is also a Hilbert space. Another infinite-dimensional Hilbert. space
of importance in analysis is the space L?|zq, z1].

Example B.2.3: Let L?[xg, 71] denote the set of functions # f : [zg,x1] — R
such that the Lebesgue integral f[Eo . F2(x) dx exists (i.e., the set of “square

integrable” functions), and let (-, } be defined by
o= | #Ead
20,21

It can be shown that for any f, g € L?[z0, 1] the above function is well defined
and satisfies the axioms of an inner product. The resulting inner product space
is a Hilbert space.

Hilbert spaces have found widespread applications in pure and applied
mathematics. The extra structure afforded by an inner product gives rise to a
generalization of geometrical concepts in R™. In particular, there is a straight-
forward extension of the orthogonality based on the inner product. Recall that
in R” two nonzero vectors u, v are orthogonal if and only if {(u, v} = 0. For
the general Hilbert space, we say that two elements f,g are orthogonal if
{f, g} = 0. Thus, for example, in the space L2[zg, z1] two functions f,g are
orthogonal if

f e dz =0

As In the finite-dimensional case, given a set of elements in a general Hilbert
space it is possible to form an orthogonal set by an algorithm analogous to the

2 Strictly speaking, the elements of this set are equivalence classes of functions
modulo equality almost everywhere.
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Gram-Schmidt process. It 1s also possible to construct orthogonal bases for
Hilbert spaces. Although bases for general infinite-dimensional Banach spaces
play a somewhat nominal role (in contrast with finite-dimensional spaces),
bases play a significant role in the theory of Hilbert spaces.
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action integral, 11
Aeneid, 15

allowable variation, 120
areal velocity, 211

Banach space, 278

Bernstein’s theorem, 53

brachystochrone, 7, 40, 144, 156, 164,
260

Byrsa, 15

Carthage, 15
catenary, 4, 39, 51, 93, 130, 138, 164,
170, 230, 247, 260

as an isoperimetric problem, 87
on a cylinder, 125

catenoid, 5

Cauchy function, 264

Cauchy sequence, 277

Cauchy-Euler equation, 109

caustics, 252

conjugate point, 235, 244, 252
multiplicity, 255

congervation law, 41
definition, 201

constraint
finite, 119
holonomic, 119
integrable, 119, 126, 131
isoperimetric, 6, 83
multiple isoperimetric, 96
nonholonomic, 119
rheonomic, 124
scleronomic, 124

convergence
in the norm, 277
convex
function, 257
sets, 257
cycloid, 9, 41

d’Alembert’s Principle, 132
Dido’s problem, 14, 89
in polar cobrdinates, 94

Zenodorus’ solution, 15
Dirichlet problem, 69

eigenfunction, 104
expansion, 105
eigenvalue, 104
higher, 115
simple, 105
eikonal equation, 176
Emden-Fowler equation, 220
envelope, 250
Euler-Lagrange equation, 33
degenerate case, 43
first integral of, 57
for functionals with higher-order
derivatives, 59
for functionals with second deriva-
tives, H6
several dependent variables, 62
two independent variables, 67
extremal, 30
abnormal, 128
normal, 128
rigid, 84, 86, 127
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Fermat’s Principle, 168, 184, 252
firing zone, 253
first fundamental form, 17
first integral, 170, 202
first prolongation, 219
first variation, 30, 35
for functionals with second deriva-
tives, H6
several dependent variables, 61
fixed endpoint problem, 28
several dependent variables, 60
Fourier series, 107
generalized, 105
Fredholm alternative, 143
function spaces, 275
functional, 1
variationally equivalent, 172

Gaussian curvature, 250
generalized codrdinates, 11, 164
generalized momenta, 164
geodesics, 16, 124

in the plane, 33, 247, 259

on a cylinder, 125

on a sphere, 18, 37, 231, 232, 253, 256
geometrical optics, 168, 176, 180
global extrema

of a function, 24, 26

Halm’s equation, 114, 118
Hamilton-Jacobi equation, 176
complete integral, 177
complete solution, 177
Liouville form, 194
reduced, 182
separable, 186
separation of variables, 184
Hamilton-Jacobi theorem, 177
Hamiltonian, 163
Hamiltonian system, 166
conservative, 14, 169, 181
Hamilton's equations, 166
Hamilton’s Principle, 11, 63, 132, 252
harmonic oscillator, 170, 173, 183
Helmholtz conditions, 72
Hengist and Horsa, 15
Hessian matrix, 223, 254
Hilbert
23rd problem, 1

space, 104, 280

implicit function theorem, 266
inverse transformations, 267
infinitesimal generators, 208
initial-value problem, 269
inner product space, 279
intrinsic geometry, 18
inverse problem, 70
isochrone, 10
isoperimetric problem, 83
abnormal, 86
as a Sturm-Liouville problem, 106
duality of, 93
for functionals with higher-order
derivatives, 95
normal, 86
several dependent variables, 99

Jacobi
accessory equation, 234, 246
necessary condition, 240

Kepler problem, 13, 206, 211, 217
Kepler’s second law, 211
kinetic energy, 10

Lagrange equations of motion, 64
Lagrange multiplier, 75
abnormal, 79
as an eigenvalue, 106
as rate of change, 93
extended rule, 82
normal problem, 70
rule, 77
rule for abnormal isoperimetric
problems, 86
rule for normal isoperimetric
problems, 86
rule for several constraints, 78
Lagrange problem, 125
abnormal case, 128
Lagrangian, 11, 163
optical, 168
Lebesgue integral, 104
Legendre condition, 227-229
strengthened, 230
Legendre transformation, 160
Levi-Civita
conditions for separability, 199



Liouville
condition for separable systems, 191
form for Hamilton-Jacobi equation,
194
normal form, 116
surface, 200
Lipschitz
condition, 269, 271
continuity, 269, 270
local extrerma.
of a function, 23, 26
of a functional, 28
local maximum
weak, 241
local minimum
weak, 241

Mathieu functions, 113
Mathieu's equation, 113, 114, 118
eigenvalues, 118
Maupertuis’ Principle, 14
Maxwell fisheye, 253
mean curvature, 68
mean value theorem, 261
metric tensor, 17
minimal surface, 20
mollifier, 227, 265
monkey saddle, 27
Morse
lemma, 223, 232
saddle, 224
Morse index, 224, 254
for an extremal, 254
theorem, 254, 255

natural boundary condition, 137
nephroid, 252
Newton’s equation, 64
Noether’s theorem, 41, 208, 210
norm
definition, 275
equivalent, 104, 277
Euclidean, 276
normed vector space
complete, 278
definition, 275

optical cosines, 168

parabola of safety, 252
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parabolic point, 223

Peano’s existence theorem, 269
pendulum, 12, 123, 167

phase space, 164

Picard’s theorem, 269

Poisson bracket, 170

potential energy, 11
Pygmalion, 14

Pyrrhic victory, 175

quadratic form
definite, 222
discriminant of, 222
indefinite, 222
Sylvester criterion, 224

Ramsey growth model, 144, 260
Rayleigh quotient, 110, 115
refractive index, 168, 180
Riccati equation, 234, 240
Riemannian manifold, 19

rigid extremal, 127

saddle, 222
monkey, 27
Morse, 224
second variation, 225
positive and nondegenerate, 244
positive definite, 233, 236
strongly positive, 244
separable solution
conditions for, 190
to the Hamilton-Jacobi equation, 186
span, 275
spectrum, 104
Stackel
conditions, 196
matrix, 106
theorem, 194
stationary point
degenerate, 223
for a function, 25, 26
for a functional, 30
nondegenerate, 223
strengthened Legendre condition, 230
strong extrema, 241
Sturm-Liouville problem, 104, 231, 255
as an isoperimetric problem, 106
eigenvalues, 104
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first eigenvalue, 105, 109
Sylvester criterion, 224
symplectic map, 171

Taylor polynomial, 263
Taylor’s theorem, 262
remainder, 263
third variation, 226
Thomas-Fermi equation, 220
three body problem, 190
Titchmarsh equation, 114
transformation
active variables, 162
canonical, 171
contact, 160
involution, 160
Legendre, 160
nonsingular, 44
passive variables, 162

point, 160
rotation , 203
symplectic, 171
translation, 202

transversality condition, 151

variational
equivalence, 172
invariance, 204, 206
symmetry, 204
vector space
definition, 273
finite dimensional, 275
infinite dimensional, 275
normed, 275
subspace, 275
Voltaire, 14

zone of audibility, 256



