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Preface

Integrated circuits (ICs) and other electronic components form the foundation of the
modern systems and infrastructures responsible for energy, finance, communication,
defense, and much more. Over the last decade or so, increasing globalization has
resulted in a dramatic increase in vulnerabilities within the electronic component
supply chain. In particular, the rise of counterfeit ICs has become one of the
most serious issues faced by industry, government, and society. Counterfeit ICs
are literally a multibillion dollar business and growing at an unprecedented rate,
impacting the profits of intellectual property (IP) holders as well as their corporate
identities and reputation. Due to the widespread use of electronic components in our
day-to-day lives—both directly and indirectly—counterfeit components also pose
substantial threats to the health, safety, and security of the population at large.

This book is intended to serve as a resource for both beginners and experts in
the counterfeit electronic components domain. For newcomers to the area, it shall
introduce all of the necessary background material. This book aims to provide a
comprehensive description of all different types of counterfeit ICs and the safety and
security threat posed by these components. We believe a complete understanding of
the detection of such components is a prerequisite if the community wants to stay
ahead of the counterfeiters. The physical and electrical test methods described in
this book provide guidance for the detection of these counterfeit components. We
must also add design-for-anti-counterfeit (DFAC) measures into new ICs for a quick
and easy counterfeit detection without the need to perform expensive physical and
electrical test methods. This research-based book will provide the necessary road
map for the government, industry, test labs, and academia throughout the world
who are directly or indirectly impacted by this rampant attack of counterfeiting.

This book is organized into 12 chapters. The first chapter provides an introduc-
tion to counterfeit products in general. A significant portion of the total counterfeit
trade belongs to counterfeit electronic products, which is supported by the data
provided in this chapter. The next four chapters contain all the information one
needs to know about counterfeit ICs. Chapter 2 presents a comprehensive taxonomy
of counterfeit components, the vulnerabilities present in the different stages of
the electronic component supply chain, and a brief overview of the current state
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of the art in the detection and avoidance of counterfeit electronic components.
Chapter 3 illustrates all the defects and anomalies, namely, procedural, mechanical,
environmental, and electrical defects, present in counterfeit components. Chapters 4
and 5 present all the physical and electrical tests currently available for the detection
of these defects and thus counterfeit components. The challenges and limitations for
existing tests and test procedures are also discussed in these chapters. These include
the high test time and cost of detection, low confidence in detecting all counterfeit
types, lack of automation, and so forth.

Starting in Chap. 6, we introduce recent work geared toward addressing many
of the current issues. Chapter 6 focuses on improving the cost and effectiveness
of existing tests. Specifically, it introduces the first test metrics to assess physical
and electrical tests. A comprehensive framework is built upon these metrics to
select the best set of test methods that maximizes counterfeit detection confidence
under test time and cost constraints. Chapter 7 introduces two advanced physical
inspection techniques to detect recycled and remarked ICs without involving
subject matter experts in the decision-making process. Four-dimensional scanning
electron microscopy and three-dimensional X-ray microscopy help to detect these
counterfeit ICs in an effective and nondestructive way. Chapter 8 introduces several
advanced electrical tests targeted specifically at two different types of recycled
ICs—field programmable gate arrays (FPGAs) and application-specific integrated
circuits (ASICs)—without performing the costly and time-consuming conventional
physical and electrical tests.

Beginning in Chap. 9, we consider orthogonal approaches for addressing coun-
terfeit detection and avoidance. Rather than relying on expensive test equipment
and setups, these approaches integrate new test structures and primitives into the die
and/or package (i.e., design-for-anti-counterfeit (DFAC)) to actively target different
counterfeit types with much greater ease. First, Chap. 9 introduces several low-cost
combating die and IC recycling (CDIR) structures to detect recycling in a wide range
of electronic component types (from large digital ICs to small analog and discrete
components). Chapter 10 discusses the IP theft problem and gives an overview
of passive watermarking techniques capable of providing proof of IP authorship
with high confidence. Chapter 11 discusses the counterfeit threats associated with
untrusted foundries and assemblies along with countermeasures recently proposed,
such as Connecticut Secure Split Test (CSSS), to prevent overproduced, cloned,
and out-of-spec/defective ICs from being introduced into the supply chain. Finally,
Chap. 12 introduces package IDs based on encrypted QR codes, DNA markings,
nanorods (NR), and coating physical unclonable functions (PUFs), which can be
potentially implemented in all the component types to detect recycled, remarked,
overproduced, and cloned ICs.
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Chapter 1
Introduction

How confident are you that the Louis Vuitton handbag you bought on eBay is
genuine? How can you be certain that the medication you’re taking is free from
harmful chemicals? How do you know that the components in your laptop were
produced and inspected by a reliable manufacturer? With networks of production
and consumption becoming increasingly globalized, the pressure to address prob-
lems associated with counterfeiting is incredibly intense.

While the scope of the counterfeit trade is difficult to assess due to its largely
clandestine nature, there have been many recent—and troubling—incidents when
the counterfeit trade and its victims have surfaced before the public eye. In 2006, the
World Health Organization (WHO) estimated that between 10 % and 30 % of the
medications circulating in developing countries were counterfeit [1, 2]. This can
literally be a life-and-death problem for consumers. For instance, cough syrup
containing ethylene glycol was identified as being responsible for the deaths of
hundreds of people in Panama and the Dominican Republic in the span of less than
a week [2]. From highly visible status symbols to dangerously invisible parts of
the systems we rely on for our health and safety, counterfeiting is a far-reaching
problem that requires a coordinated response.

In recent years, the “business” of counterfeiting has changed from the piecemeal
production of inferior goods in small, clandestine workshops to the coordinated
and sophisticated production of goods that are becoming harder and harder to
differentiate from “the real thing.” A case in point is that of Japanese electronics
giant NEC: when NEC found out that pirated keyboards, CDs, and DVDs bearing
the company logo were being circulated on the black market in Beijing and Hong
Kong, they thought that they had a run-of-the-mill pirating threat on their hands [3].
What initially seemed like a routine intellectual property (IP) concern, however,
turned out to be an ambitious counterfeiting campaign. Instead of just faking
items sold by NEC, the counterfeiters were faking the entire company. The NEC
counterfeiters established what was effectively a parallel brand where they not
only copied NEC’s product line but also developed their own range of consumer
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2 1 Introduction

electronic products. The counterfeiters ran this parallel business like any normal
business: they had business cards printed, commissioned new product research
and development, signed production and supply orders, and issued official-looking
warranty and service documents. As president of International Risk (a Hong Kong-
based company hired by NEC to investigate the piracy) Steve Vickers observed, the
NEC case shows how drastically piracy is evolving. It has, in Vickers’ words, “gone
from often shoddy copying of brands to highly coordinated operations of production
and marketing.”

Though counterfeiting is not a problem specific to our historical moment, the
stakes of counterfeiting are especially high in an age where one faulty link in
the chain of systems that protect and enmesh us can damage the lives of countless
people around the world. The high stakes of modern counterfeiting are particularly
evident in the case of “Operation Network Raider”, a domestic and global initiative
that aims to control the illegal distribution of counterfeit network hardware [4]. As of
2010, this initiative, which is a collaborative effort between the Federal Bureau of
Investigation (FBI), Immigration and Customs Enforcement (ICE), Customs and
Border Protection (CBP) and international agencies such as China’s Ministry of
Public Security (MPS), has led to 30 felony convictions and the seizure of nearly
$143 million worth of counterfeit network hardware. In a majority of the incidents,
a bulk of the seized counterfeit hardware came in the form of Cisco networking
equipment, which was intended for use in US military computer networks and
IT infrastructures for firewall protection and secure communication. In a separate
case of counterfeiting, the CBP and ICE also made more than 1,300 seizures of
semiconductor devices that were falsely marked as military/aerospace grade and
were also affixed with trademarks of reputed semiconductor companies.

1.1 History of Counterfeiting

Far from being unique to our own time, counterfeiting has grown in tandem
with human civilization. Wherever there are marks that authenticate, there are
bound to be those that imitate in order to command the authority of the original,
authenticating mark. In Babylon and ancient Egypt, for instance, priests hoped to
increase their own legitimacy and proceeds by placing inscriptions from earlier
civilizations on their monuments, thereby creating a “false authority”.

Both trademarks and the counterfeiting of those trademarks stretch back into
ancient times, with Pliny the Elder describing the popularity of counterfeit coins
as collector’s items within Roman society. The use of counterfeit coinage for
illicit trade such as smuggling and certain types of foreign trade was the norm
in sixteenth- and seventeenth-century Genoa. One of the most famous examples
of coinage counterfeiting took place in Renaissance France when supporters of
the Pope directed parallel minting in order to undermine the authority of France’s
Protestant king [2].
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While the counterfeiting of money is—even now—perhaps the best-known form
of counterfeit activity, evidence suggests that product counterfeiting may have been
an even older form of illicit trade. During the first three centuries of the Roman
Empire, oil lamps were marked with the FORTIS brand name, which scholars
speculate was widely copied, given the widespread use of this stamp on many
artifacts.

In recent years, the scope and magnitude of counterfeiting has exploded in size
and volume. In July 2007, the Public Security Bureau of China and the FBI found $2
billion worth of counterfeit Microsoft software, including 19 versions of products
in 11 languages, in a warehouse in southern China where workers assembled disks,
authenticated materials and manuals, and prepared them for shipping, in what
was probably the biggest counterfeit software bust in history. These counterfeit
products turned up in 36 countries across six continents [5].

Thus, from the days of the ancient Rome to the rampant counterfeiting of
products in the twenty-first century, counterfeiting has constantly evolved along
with the advances in manufacturing and trade and is indeed an issue that needs
to be addressed.

1.2 Counterfeit Products

A wide variety of products we use in our day-to-day lives are subjected to coun-
terfeiting. Figure 1.1 shows a broader category of counterfeit products, consisting
of such things as luxury goods, pharmaceutical products, and electronics. Among

General Counterfeiting
Luxury Goods
Pharmaceuticals
Electronics
Etc.

Electronics
Integrated Circuits 
(ICs)
Discrete Components
Printed Circuit Boards 
(PCBs)
Electronic Systems
Etc.

Integrated Circuits
(ICs)

Fig. 1.1 Counterfeit products
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them, electronics remain one of the major counterfeit products, where components
such as integrated circuits (ICs), discrete components, and printed circuit boards
(PCBs) are frequently counterfeited. Considering the severe impact that counterfeit
ICs can have on the safety and security of hardware underlying today’s information
systems and keeping in mind the scope of this book, we will describe the detection
and avoidance of these ICs in the successive chapters.

1.3 Counterfeits: A Trillion Dollar Market and Beyond

The growing incidence of counterfeit products constitutes a major challenge to
the government, businesses, and consumers because it poses serious economic and
safety concerns. A counterfeit product is “any manufacturing of a product which
so closely imitates the appearance of the product of another to mislead a consumer
that it is the product of another” [6]. Over the past few decades, these products
have expanded rapidly across the globe due to globalization. Almost every country
has become a part of the counterfeit trade. However, China, Korea, Chinese Taipei,
Hong Kong (China), and the Philippines were the top five suppliers of counterfeit
goods to the US in 1997, according to the data provided by US and EU States
customs service [6]. With China as the single largest source economy, Asia remains
the largest source for counterfeit and pirated products [7].

An accurate estimate of the size and value of the counterfeit market remains a
mystery due to the clandestine nature of counterfeiting. The closest estimate of the
size of the counterfeit market is made by an extrapolation from the amount of goods
seized by the police and customs authorities. In a 2007 report, the Organization for
Economic Cooperation and Development (OECD) asserted that “while the overall
magnitude of counterfeiting and piracy cannot be easily measured, estimates of
the role that counterfeit and pirated products are playing in international trade are
possible” [7]. Based on their model, they estimated that up to US$200 billion of
international trade was pirated and counterfeited in 2005, increasing to US$250
billion in 2007 [8].

In 2001, the International Chamber of Commerce (ICC) estimated that 5–7 %
of world trade was in counterfeit goods and that the counterfeit market was worth
$350 billion [2]. Based on 2008 data, it was estimated that counterfeit and pirated
products could account for as much as US$650 billion per year globally. Due to the
rapid increase in counterfeiting and piracy, it was predicted that the global market
for counterfeit goods is likely to be more than double to US$1.7 trillion by 2015 [9].
Table 1.1 shows the breakdown of these estimates.

In the US, the Customs and Border Protection (CBP) agency is responsible
for the seizure of counterfeit and pirated products that are imported and could
possibly infringe US patents, trademarks, copyrights and other forms of intellectual
property. Recent data from the CBP shows that the number of Intellectual Property
Rights (IPR) seizures in 2013 increased by nearly 7 % from 2012. Table 1.2 shows
the seizure of counterfeit goods by the U.S. Department of Homeland Security
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Table 1.1 Estimate of the total value of counterfeit and pirated products [9]

OECD category Estimate (2008 data) Estimate (2015)

Internationally traded counterfeit and pirated
products

$285–360 billion $960 billion

Domestically produced and consumed counterfeit
and pirated products

$140–215 billion $570 billion

Digitally pirated products $30–75 billion $240 billion

Total $455–650 billion $1.77 trillion

(DHS). The People’s Republic of China remains the primary source for producing
counterfeit and pirated goods. It represents approximately 68 % ($1.1 billion) of all
IPR seizures based on the manufacturer’s suggested retail price (MSRP) in 2013.

Table 1.3 breaks down the seizure of counterfeit and pirated products by
commodity type, revealing that, between FY 2012 and FY 2013, the counterfeit
trade in computers and accessories went from $34,710,624 MSRP to $47,731,513
MSRP. Similar growth can also be seen in the counterfeit trade of consumer
electronics and parts, which, as of FY 2013, was ranked behind only handbags,
wallets, watches, and jewelry in its presence in the counterfeit market. More
generally, total seizures increased 38 %, from $1,262,202,478 to $1,743,515,581
between FY 2012 and FY 2013.

In response to recent growth in the counterfeit trade, the first joint IPR enforce-
ment operation between CBP and China Customs was coordinated and resulted in
a staggering seizure of 1,735 shipments and the removal of more than 243,000
counterfeit consumer electronic products from the electronics supply chain. Also,
in collaboration with French Customs, CBP completed Operation Core Systems,
which resulted in the seizure of 480 shipments of potentially harmful counterfeit
electronic components [10].

1.4 Counterfeit Electronics: An Emerging Threat

Counterfeit electronics pose a significant threat to the government and industrial
sectors of the economy because they undermine the security and reliability of
critical systems and networks. They have a negative impact on corporate identity
and reputation, and they can trigger massive revenue losses. Due to the widespread
use of electronic components in our day-to-day lives—both directly and indirectly—
counterfeit components also pose major threats to the health, safety, and security of
the population at large. For example, the failure of a pacemaker due to a counterfeit
component can potentially take someone’s life. Similarly, the anti-lock braking
system (ABS), which is found in most cars today and is controlled by sensors and
electronics, could possibly fail due to the use of counterfeit components. This not
only causes reliability issues, it could potentially lead to life-threatening accidents.
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8 1 Introduction

A pilot could lose control of an airplane, jeopardizing the lives of all on board.
A rogue nation could even disable air defense systems with the help of counterfeit
components.

In addition to the impact on public safety and security, counterfeit components
could also cause significant damage to the economy. For example, semiconductor
companies spend billions of dollars every year to develop technologies, manufacture
products, and provide support for the products they create. In contrast, counterfeiters
spend minimal money on developing technologies. Instead, counterfeiting practices
allow private individuals to remake an existing product for their own benefit,
which only hinders the research and development of new products. Also, as the
counterfeiters do not take responsibility for their counterfeit components, the failure
of these components damages the corporate reputation of the original component
manufacturers (OCMs). In many cases, the OCM can even bear the financial
responsibility and logistics of replacing the failed components.

It is also important to assess why these counterfeit incidents are on the rise. In the
United States, only 25 % of electronic waste was properly recycled in 2009 [11].
This huge resource of e-waste allows counterfeiters to pile up an extremely large
supply of counterfeit components. Counterfeiters recycle electronic components
from this e-waste and sell them in the open market as if they were new or even
of a superior grade (for example, commercial grade components are sold as military
or space grade components). In addition to that, as the complexity of electronic
systems and their components have grown significantly over the past few decades,
these components have been increasingly assembled (fabricated) globally to reduce
production costs. For example, large foundries located in different countries can
offer lower prices to the design houses. Figure 1.2 reflects the trust and security

IP

IP

IP

DFT

GDSII

Fab

Assembly & Test

Ship to the market

IP Piracy

IC Piracy

Hardware Trojan

Counterfeit ICs

Untrusted Foundry

Rouge Designer

Fig. 1.2 Trust and security issues due to globalization
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issues evident during the design and fabrication of electronic components. The
designers use different IPs, collected from all across the globe, in their designs.
It is extremely challenging and even impossible in some instances to validate
their authenticity. The design-for-testability (DFT) for these integrated circuits is
often inserted by third parties located in different places. Untrusted foundries and
assemblies can also be capable of selling extra components outside of the number
they were contracted to manufacture. Thus, this complex supply chain leads to an
illicit market willing to undercut competition with counterfeit parts.

Due to the complex nature of the component supply chain, it is impossible to
estimate the size of the actual semiconductor counterfeit market. Most estimates are
based on data derived from the number of seized or detected components. Since a
large portion of counterfeit semiconductor components could be circulating in the
market, exact estimates are difficult to make. However, in the following section,
we will present the “defense industrial base assessment for counterfeit electronics”,
a report prepared by the U.S. Department of Commerce that presents detailed
statistics on counterfeiting to give us an idea of the magnitude of counterfeiting
and to help us analyze how deeply this illegal activity is rooted in the supply chain.

1.4.1 Defense Industrial Base Assessment: Counterfeit
Electronics

In June 2007, the Bureau of Industry and Security’s (BIS) Office of Technology
Evaluation (OTE) conducted a defense industrial base assessment of counterfeit
electronics, as they suspected that counterfeit parts were infiltrating the Department
of Defense’s (DOD) supply chain and were, consequently, affecting the reliability
of U.S. weapons systems. The primary objectives of this task were “to assess:
levels of suspected/confirmed counterfeit parts; types of devices being counterfeited;
practices employed in the procurement and management of electronic parts;
record keeping and reporting practices; techniques used to detect parts; and best
practices employed to control the infiltration of counterfeits” [12]. A total of 387
companies participated in this survey, which mainly focused on discrete electronic
components, microcircuits, and circuit board products during a period stretching
from 2005 to 2008.

It was found in the report that a majority of the OCMs found counterfeit versions
of their components in the component supply chain. Table 1.4 shows the level to
which the OCMs encountered counterfeit products. Around 46 % (18 out of 39) of
the OCMs were the manufacturer of discrete components, whereas, 55 % (24 out
of 44) of the OCMs were the producers of microcircuits (integrated circuits).
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Table 1.4 Companies encountering counterfeit electronics [12]

Encounter Did not encounter
Type of company counterfeits counterfeits Total

Discrete electronic components 18 21 39

Microcircuits 24 20 44

Total 42 41 83
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Fig. 1.3 Total counterfeit incidents—OCMs (2005–2008) [12]

This assessment also presented a steady increase in counterfeit incidents encoun-
tered by the OCMs. The number of counterfeit incidents grew by more than 150 %
during the period from 2005 to 2008 (shown in Fig. 1.3). The number of incidents
for discrete components soared to around 365 % during this same period, whereas
they more than doubled for microcircuits.

Figure 2.1 shows the breakdown of counterfeit incidents for different parts that
were reported in the assessment. Electromechanical components, thyristors, and
capacitors are more vulnerable to counterfeiting, and they constituted around a
quarter of the total counterfeit incidents for discrete parts (in Fig. 1.4a). Counterfeit
microprocessors accounted for the most reported category of incidents within the
microcircuit category (in Fig. 1.4b).

The report also touched on the resale value of counterfeit components. Counter-
feiters do not always target high-end components with high resale values. Data from
the report shown in Fig. 1.5 indicates that the resale value of a counterfeit part could
be as low as a few pennies. The parts most often reported as counterfeit had resale
values ranging from $0.11 to $500. Only a few high-end, costly parts with resale
values of thousands of dollars were reported.

The report [12] also indicated that the majority of OCMs encountered counterfeit
discrete components and microcircuits that were significantly different from their
original counterparts. Most of the discrete components were fake and ultimately
failed to produce correct responses. The rest mostly belonged to the “working
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Fig. 1.4 Types of manufactured parts suspected/confirmed to be counterfeit. (a) Discretes.
(b) Microcircuits

copies of the original designs” category (in Fig. 1.6a). A majority of counterfeit
microcircuits were used and then remarked to a higher grade. Newly remarked
microcircuits also contributed significantly to the counterfeit trade in discrete
components. As with discrete components, fake and non-functional microcircuits
were also reported (Fig. 1.6b).
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Fig. 1.5 Counterfeit incidents by product resale value—OCMs (2005–2008) [12]

Figure 1.7 shows how counterfeit components enter the supply chain. OCMs
encountered counterfeit parts from at least 12 separate entities responsible for
selling and distributing these parts. Brokers, independent distributors, and internet-
exclusive suppliers were the main entities sourcing counterfeit parts. However, the
OCMs also came across these parts from authorized distributors and even from US
federal agencies.

1.5 Summary

This chapter presented a general overview of the practice of counterfeiting and
counterfeit products. The reports discussed in this chapter showed that a wide
variety of products ranging from luxury goods to electronic products or parts are
prone to counterfeiting. With the advent of globalization, the scope of counterfeiting
has encompassed countries and has become a global issue.

In terms of electronic components, counterfeiting has become rampant, spread-
ing across the global electronics market. Counterfeit electronic products, a signifi-
cant portion of the total counterfeit trade, can negatively impact not only the security
and reliability of our critical systems, but also the research and development of these
products. This chapter reported concrete data in order to present the grave issue of
counterfeit electronic components and also touched upon the possible impacts on
the economy, safety, and security of society at large.
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In the following chapters of this book, we will introduce all the different types of
counterfeit electronic components, their detection and avoidance in the component
supply chain, and the key challenges that must still be addressed to overcome the
longstanding problem of electronics counterfeiting.
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Chapter 2
Counterfeit Integrated Circuits

Counterfeit integrated circuits (ICs) pose a major concern to the industry and
government as they potentially impact the security and reliability of a wide variety
of electronic systems. A recent report [1] from the Information Handling Services
Inc. [2] shows that reports of counterfeit parts have quadrupled since 2009 (see
Fig. 2.1). This data has been compiled from two reporting entities—The Electronic
Resellers Association International (ERAI) Inc. [3] and the Government-Industry
Data Exchange Program (GIDEP) [4]. This report states that the majority of
counterfeit incidents were reported by US-based military bodies and electronic firms
from the aerospace industry.

Over the past couple of years, numerous reports [5] have pointed to counterfeiting
issues in the US electronics component supply chain. One particularly prominent
example of this problem is dramatized by the incident of Stephanie McCloskey, an
administrator at VisionTech Components, LLC, who was sentenced to 38 months in
prison for selling counterfeit ICs to the U.S. military and other crucial industries [6].
In November of 2010, McCloskey pled guilty to a federal charge of conspiracy
to traffic counterfeit goods and mail fraud. Between 2006 and 2010, McCloskey
conspired with Shannon L. Wren, the late owner of VisionTech Components, LLC
to acquire counterfeit devices from China and Hong Kong, import them into various
ports across the US, and market them on the VisionTech website as name-brand,
trademark-protected ICs. From January 1, 2007 through December 31, 2009, Wren,
McCloskey, and others generated nearly $15.8 million in gross receipts from the sale
of their counterfeit ICs. The McCloskey conviction marked the first time anyone had
been sentenced in a federal courtroom for trafficking ICs.

Another case in point of IC counterfeiting is Peter Picone, a 41-year-old man
from Methuen, Massachusetts, who pled guilty in 2014 to importing thousands of
counterfeit integrated circuits (ICs) from China and Hong Kong in order to resell
them to US customers [7]. What transforms this case from the banal to the insidious
is the fact that Picone targeted not only private consumers but also contractors
who supplied these counterfeit ICs to the US Navy for use in nuclear submarines.

© Springer International Publishing Switzerland 2015
M. Tehranipoor et al., Counterfeit Integrated Circuits,
DOI 10.1007/978-3-319-11824-6_2
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Fig. 2.1 Counterfeit incidents reported by IHS [1]

The contractors supplying the Navy specifically requested ICs that were new and not
manufactured in China. Picone assured these contractors that the ICs were new and
manufactured in Europe. However, tests conducted by the Navy have since revealed
that the ICs purchased from Picone had been resurfaced to change the date code
and to affix counterfeit marks, all in order to hide the parts’ true origin.

In 2011, the US Senate Armed Services Committee reported about a grave
counterfeiting incident, where the ice detection module on a new P-8A Poseidon
aircraft was found to have counterfeit IC components [8, 9]. The ice detection
system on an aircraft is a critical module that alerts pilots about the presence of ice
on an aircraft’s control surface, a potentially life-threatening situation. The module
was found with an FPGA unit that had literally fallen out of its sockets and was
found inside the module. On further inspection, it was found that the Xilinx FPGA
component, which was badly used, worn-out, and was a discontinued model, was
sold to BAE Systems, the P-8 aircraft component contractor, by Tandex Test Labs
in California. Tandex had bought the component through an independent distributor
that had acquired the part through a manufacturer in Shenzhen, China. Further
investigation revealed that the module was reworked and had found its way through
the supply chain to the P-8A aircraft.

In separate investigations, counterfeit IC components were also found on several
essential military systems deployed by the US Army, such as high-altitude missiles,
helicopters (SH-60B, AH-64 and CH-46), and aircrafts (C-17, C-130J and C-27J)
[10]. In response to these incidents, Army Lt. Gen. Patrick J. O’Reilly of the Missile
Defense Agency was quoted as saying, “We do not want to be in a position where
the reliability of a $12 million THAAD interceptor is destroyed by a $2 part” [11].

In another incident in 2011, the display units onboard US military aircrafts
were found with counterfeit electronic components [12]. The units, manufactured
by L-3 Communication Display System, were meant for pilots to diagnose critical
data such as engine fuel, location, and warning messages. Although any possible
disasters were averted, a thorough investigation was conducted by L-3 and the
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Senate Armed Services Committee, which traced the counterfeit components to
Hong Dark Electronic Trade in Shenzen, China. Additional counterfeit components
were found in other pieces of equipment onboard at least seven aircrafts, all were
sold to the US Army by Raytheon and Boeing.

Unquestionably, the presence of such inferior and untested ICs in US Navy
nuclear submarines could have catastrophic and far-reaching consequences.
Because counterfeit ICs are vulnerable to unpredictable failures, they can lead
to property damage, costly repairs, and bodily injury—even in the most benign
of circumstances. However, when counterfeit ICs are used in systems of national
importance, they also raise several national security concerns. Counterfeit ICs’
histories are unknown, so it becomes unclear who has had access to them and how
they have been altered. Such devices can be changed so that they contain malicious
code or hidden “backdoors” that can disable systems, intercept communications, and
intrude into computer networks. All of these issues imply massive consequences
when placed in the context of US national security. In an attempt to tackle this
counterfeiting epidemic, a Senate Armed Services public hearing and its later report
clearly identified counterfeiting as a major issue to address [13, 14].

2.1 Counterfeit IC Types

With counterfeit incidents on the rise, it is increasingly important to understand what
ICs are most likely counterfeit and what industries are impacted the most. Table 2.1
shows the five most commonly counterfeited components that represent $169 billion
in potential annual risk for the global electronics supply chain. The components
are as follows: analog ICs, microprocessor ICs, memory ICs, programmable logic
ICs, and transistors. Together, these five types of components make up around 68 %
(or, slightly more than two-thirds) of all the counterfeit incidents reported in 2011.

Table 2.2 shows the industries where these top five components are used. They
include computing, consumer electronics, wireless and wired communications,
automotive and industrial sectors. Automotive and industrial sectors involve critical
systems and, thus, the appearance of unreliable counterfeit components in these
applications is quite alarming. Untrustworthy counterfeit components are also a

Table 2.1 Top-five most
counterfeited semiconductors
in 2011 (percentage of
counterfeit part reports) [15]

Rank Commodity type % of reported incidents

#1 Analog IC 25.2

#2 Microprocessor IC 13.4

#3 Memory IC 13.1

#4 Programmable logic IC 8.3

#5 Transistor 7.6

#6 Others 32.4

Source: IHS parts management 2012 [15]
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Table 2.2 Percentage of market revenue for most commonly counterfeited product types by
application market in 2011 (percentage share of revenue in millions of U.S. dollars) [15]

Industrial Automotive Consumer Wireless Wired Compute Other
Part type (%) (%) (%) (%) (%) (%) (%)

Analog IC 14 17 21 29 6 14 0

Microprocessor IC 4 1 4 2 3 85 0

Memory IC 3 2 13 26 2 53 1

Programmable logic IC 30 3 14 18 25 11 0

Transistor 22 12 25 8 10 22 0

concern for consumer applications where we are increasing becoming more reliant
on electronic devices for computing, communication, online banking, handling
personal data, etc.

In the following, we will present a taxonomy of counterfeit components. We
will then present the vulnerabilities which lay in the different stages of electronic
component supply chain and give rise to each counterfeit type. Finally, we will give
a brief overview of the current state-of-the-art in the detection and avoidance of
counterfeit electronic components.

2.2 Taxonomy of Counterfeit Types

The US Department of Commerce define a counterfeit component as one that

1. is an unauthorized copy;
2. does not conform to original OCM design, model, and/or performance standards;
3. is not produced by the OCM or is produced by unauthorized contractors;
4. is an off-specification, defective, or used OCM product sold as “new” or

working; or
5. has incorrect or false markings and/or documentation.

The above definition does not include all possible scenarios where an entity in
the component supply chain source electronic components that are authentic and
certified by the OCMs. For example, one may copy the entire design of a component
by reverse engineering [16, 17], manufacture them, and then sell them in the market
under the OCM’s identity. An untrusted foundry or assembly may source extra
components without disclosing it to the OCMs [18, 19]. An adversary can insert
a hardware Trojan [20] into a component to interrupt its normal operation and
satisfy his/her own malevolent interests. All these scenarios impact the security and
reliability of a system utilizing such components. Thus, we have expanded on the
above definition of counterfeiting and developed a more comprehensive taxonomy
of counterfeit types [21–26]. Figure 2.2 shows this novel taxonomy of counterfeit
types. Descriptions of each type are given in the subsections below.
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Fig. 2.2 Taxonomy of counterfeit types

2.2.1 Recycled

The term “recycled” refers to an electronic component that is reclaimed or recovered
from a system, and is then modified to be misrepresented as a new component of
an OCM. Recycled parts may exhibit lower performance and have a shorter lifetime
due to aging from their prior usage. Further, the reclaiming process (removal under a
very high temperature, aggressive physical removal from boards, washing, sanding,
repackaging, etc.) could damage the part(s), introduce latent defects that pass initial
testing but are prone to failure in later stages, or make them completely non-
functional due to exposure to extreme conditions in an uncontrolled environment.
Such parts will, of course, be unreliable and render the systems that unknowingly
incorporate them equally unreliable.

The United States Committee on Armed Services held a hearing regarding
an investigation of counterfeit electronic parts in the defense supply chain and
the investigation revealed that e-waste from discarded electronic components are
being used for these recycled counterfeit parts [13, 14]. In the United States, only
25 % of electronic waste was properly recycled in 2009 [28]. These figures might
be comparable or even worse for many other countries. This huge resource of
e-waste allows counterfeiters to pile up an extremely large supply of components.
These components are then recycled from the stockpile of e-waste using a crude
process. A typical recycling process is as follows [29]:

1. The recycler collects discarded printed circuit boards (PCBs) from which used
components (digital ICs, analog ICs, capacitors, resistors, etc.) can be harvested.

2. The PCBs are heated over an oven flame. When the soldering material starts
to melt, the recycler smashes the PCB over a bucket to detach and collect the
components.

3. The original marking of the components are removed by microblasting where
blasting agents are bombarded on a component’s surface. Compressed air is
generally used to accelerate the blasting particles. Some popular blasting agents
include aluminum oxide powder, sodium bicarbonate powder, and glass bead.
The choice of blasting agent depends on the components’ package type such as
dual in-line package (DIP), plastic leaded chip carrier (PLCC), etc.
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4. A new coating material is applied to the component by using black topping and
resurfacing.

5. New markings containing a PIN number, date/lot code, manufacturer logo,
country of manufacture, etc., are then printed either by ink printing or laser
printing on the new black topped surface.

6. The component leads, balls and/or columns are reworked (cleaning and straight-
ening of leads, replating leads with new materials, forming new solder balls, etc.)
to make them appear new.

Figure 2.3 shows a recycling process documented by NASA [27]. Clearly,
the recycling process impacts the reliability of recycled components as they are
subjected to harsh handling practices and impacts such as the following:

1. The components are not protected against electrostatic discharge (ESD) and
electrical overstress (EOS).

2. Moisture sensitive components are not properly baked and dry-packed.
3. The components may be damaged due to (a) high recycling temperature, (b)

mechanical shock due to smashing and other handling, (c) humidity levels from
cleaning with water and storage in damp conditions, and (d) other mechanical
and environmental stress resulting from the recycling process.

In effect, the recycled components are degraded even further by such processes.
This only exacerbates the prior effects of aging due to usage of the component in a
system.

Fig. 2.3 A typical IC recycling process [27]
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The recycled components are discussed widely by the government, industry and
test labs. The standards [30–33] recommends different test plan to detect these
components. In this book, our aim is to highlight the most effective ways of detect-
ing these components. Chapters 3–8 describe various test methods to detect these
components. Chapter 9 exclusively describes design-for-anti-counterfeit (DFAC)
measures to easily detect recycled components and therefore prevent them from
getting into the component supply chain.

2.2.2 Remarked

Electronic components contain markings on their packages to uniquely identify
them and their functionality. The marking contains information such as the part
or identifying number (PIN), lot identification code or date code, device man-
ufacturer’s identification, country of manufacture, electrostatic discharge (ESD)
sensitivity identifier, certification mark, and so forth. A detailed description of
markings can be found in Section 3.9.5 of MIL-PRF-38534H [34].

Clearly, a component’s markings are very important. They identify component’s
origin and, most importantly, determine how the component should be handled
and used. For example, a space grade component can withstand a wide range of
temperatures, radiation levels, etc. that would cause instant failure for a commercial
grade component. The component manufacturer, grade, etc. also determine how
much the component is worth. The price of space and military grade components
can be phenomenally higher than commercial grade components. For example, a
BAE radiation-hardened processor such as the RAD750 could cost in the range of
$200,000, compared to a commercial processor which could be in the range of a
few hundred dollars [35]. These space-grade processors are used in satellites, rovers
and space shuttles, and are designed to withstand a wide range of temperatures and
radiation levels typically found in space. Herein lies the incentive for remarking a
component (i.e., changing its original markings) as well as the threat created by
remarking. A counterfeiter can drive up a component’s price on the open market by
changing its markings to that of a higher grade or better manufacturer. However,
such remarked components will not be able to withstand the harsh conditions of
their more durable, higher-grade counterparts. This can create substantial issues if
such components end up in critical systems.

A notable example of this is the P-8A Poseidon Aircraft incident, which was
brought to light during a hearing held by the US Senate Committee on Armed
Services in 2011 [36]. It was found that the ice-detection module aboard the
P-8A Poseidon aircrafts, which transports anti-submarine and anti-surface warfare
missiles, was found with counterfeit FPGA units. The ice-detection module is a
critical component which warns a pilot of ice that has developed on the surface of
the aircraft. In this case, it was found that the FPGA units controlling the module
were used and falsely remarked as being produced by Xilinx. On further analysis
of the supply chain, the components were actually traced back to a manufacturer in
Shenzhen, China.
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It is fairly easy to remark a component that is indistinguishable from the original
markings to the naked eye. A component is first prepared for remarking by either
chemically or physically removing the original marking and then by blacktopping
(resurfacing) the surface to hide any physical marks or imperfections that have been
left from the marking removal process. False markings are then printed either by
laser marking or ink marking onto the components to appear as though produced
by the OCMs. Ink marking can be performed in various ways. The fast and flexible
ink jet printing is a popular choice for generating ink marking. Some other methods
include stamping, screen printing, transfer printing, and pad printing [37]. Similarly,
laser marking is also very flexible and generally etched by CO2 or YAG laser [37].

Similar to the recycled counterfeit type, remarked components are also exten-
sively discussed by the government, industry and test labs. The standards developed
thus far recommended the same test plan to detect remarked components. In this
book, we address the detection of recycled and remarked components simultane-
ously, which is described in detail in Chaps. 3–8.

2.2.3 Overproduced

Today’s high-density integrated circuits are mostly manufactured in state-of-the-
art fabrication facilities. Building or maintaining such facilities for modern CMOS
technologies is reported to cost more than several billions of dollars and this number
is growing with each new technology node [38]. Given this increasing cost and the
complexity of foundries and their processes, the semiconductor business has largely
shifted to a contract foundry business model (horizontal business model) over the
past two decades.

Figure 2.4 shows the trust and security issues due to the practice of horizontal
model. In this model, the design houses outsource their designs for fabrication
and packaging to companies all around the world, mainly to reduce manufacturing
costs. Although the contracted parties may agree to only manufacture a certain
number of working components, they could in fact exceed this amount. Untrusted
foundries and assemblies may produce more than the number of components they
are contracted to produce. In addition, they can overbuild components by hiding the
actual yield (i.e. the percentage of defect-free components to the total number of
components) information. Thus, the foundries and assemblies overproduce so that
the required number of components can be met. Unfortunately, since the fabrication
and assembly process are often performed by third parties, most of which are
overseas, the design houses cannot monitor the fabrication and assembly process nor
get the actual yield information. Here, the likely risk is that, these components that
are in excess of the contracted amount could be sold by the foundries and assemblies
without any knowledge of the design houses.

This process of manufacturing and selling outside of the agreement with the
design house (i.e., the components’ intellectual property (IP) owner) is known as
“overproduction”. A well understood concern with overproduction is the inevitable
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Fig. 2.4 Trust and security issues due to globalization

loss in profit for the design houses. Design companies usually invest a large amount
of time and effort into research and development (R&D) of their products. When
an untrusted foundry or assembly overproduces and sells these components, the
design house loses any possible revenue that could have been gained from those
components. However, an even bigger concern with overproduced components is
that of reliability. Overproduced components may simply end up in the market with
minimal or no testing for reliability and functionality. These components may find
their way back into the supply chain for many critical applications such as military
equipment and consumer products, which raises concern for safety and reliability.
Further, since these components bear the same name of the design houses, failure
of these components would then tarnish the reputation of the original component
manufacturer. In Chap. 11 we will discuss overproduction in detail and will describe
secure split test to detect these overproduced ICs.

2.2.4 Out-of-Spec/Defective

A part is considered defective if it produces an incorrect response in
post-manufacturing tests. The manufacturing tests are performed in multiple
stages. Figure 2.5 shows a typical manufacturing test process [39]. During the
manufacturing process, the first test performed is the wafer test to inspect which
ICs, fabricated on the wafer, are defective. If there are too many defective ICs on the
wafer, the foundry sometimes rejects the whole wafer. A wafer generally contains
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hundreds of ICs depending on the size and type of ICs and may worth hundreds of
dollars. An untrusted entity may source these defective wafers to an assembly and
produce defective or out-of-specification ICs.

After wafer tests, the defect free chips are sent to assembly for packaging. The
healthy chips are then sorted out by using package tests and the chips that have been
damaged during the packaging process are discarded. An untrusted entity again can
supply these chips into the supply chain. The final test is performed as a part of
quality assurance of the final packaged chips before sending them to the market.
Burn-in, using accelerated temperature and voltage, is often performed to test latent
defects in order to avoid the failures in the early operational stages of chips.

All the rejected chips from various test process should be destroyed (if they are
non-functional), downgraded (does not satisfy the specification), or otherwise be
properly disposed of. However, if they are sold on the open market instead, either
knowingly by an untrusted entity or by a third party who has stolen them, there will
be an inevitable increase in their risk of failure.

The detection of these defective/out-of-spec components is not an easy task.
It may be easy to detect a defective chip that has been rejected in the early test
process by using simple parametric tests. However, it will be extremely difficult if
the chips are rejected in the later phase of the test process. The entity in the test
process must be completely familiar with the internal structure and functionality of
the design, which often is not the case. The only way we can truly prevent those
chips from getting into the supply chain by placing DFAC measures during the
design phase of those chips. We will describe such a DFAC measure, secure split
test, in Chap. 11 to prevent these defective chips into the market.
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2.2.5 Cloned

Cloning is widely used by a range of adversaries/counterfeiters (from small entities
to large organizations) to copy a design in order to eliminate the large research and
development (R&D) costs of a part. Cloning is a major concern for semiconductor
intellectual property (IP), such as layouts, netlists and HDL design blocks (refer to
Chap. 10 for a detailed discussion on semiconductor IP types), as well as fabricated
integrated circuits. Cloning can be done by reverse engineering or by illegally
obtaining semiconductor intellectual property (IP) such as layouts, netlists etc. (also
called IP theft).

Reverse engineering (RE) [16, 17] is the process of examining an original com-
ponent in order to fully understand its nature and functionality. It can be achieved
by extracting the physical interconnection information layer-by-layer destructively
or non-destructively followed by image processing analysis to reconstruct the
complete structure for a component [16, 40]. The prime motivation for reverse
engineering a component is to make an existing copy of it often by the competitors
of the OCM. An entity involved in reverse engineering often possesses expensive
and sophisticated instruments. Scanning electron microscope (SEM) or transmission
electron microscope (TEM) are commonly used to take images of each layer of
a component after delayering. An automated software can be used to stitch the
images together to form a complete structure. For example, ICWorks Extractor
from Chipworks Inc. (Ottawa, Canada) has the capability to form a 3D structure
by combining all the images from the internal layers of a chip [16].

Cloning can also occur by unauthorized knowledge transfer from a person with
access to the part’s design. In order to provide proof of authorship, watermarks in
various forms such as power signatures, design constraints etc. are added to semi-
conductor IPs (refer to Chap. 10 for IP watermarking techniques). If watermarking
strategies are not implemented or are weak, it may be possible for counterfeiters
or personnel possessing unauthorized knowledge of the IP to simply copy the IP,
make cloned semiconductor components and market them for profit. Such cloned
components violate intellectual property rights of the rightful IP owners and could
cause them significant losses in revenue. We will also present a novel DFAC measure
to prevent cloned ICs getting into the supply chain in Chap. 11.

2.2.6 Forged Documentation

The documentation shipped with any component contains information regarding
its specifications, testing, certificates of conformance (CoC) and statement of
work (SoW). By modifying or forging these documents, a component can be
misrepresented and sold even if it is nonconforming or defective. It is often difficult
to verify the authenticity of such documents because the archived information
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for older designs and older parts may not be available at the OCM. Legitimate
documentation can also be copied and associated with parts from a lot that do not
correspond with the legitimate documentation.

The incentive for counterfeiters and risks associated with parts with forged
documentation are similar to those discussed above for remarking.

2.2.7 Tampered

The vulnerabilities of integrated circuits to malicious alteration has become predom-
inant due to the globalization of the semiconductor supply chain (see Fig. 2.4). ICs
that have been tampered with can have dangerous consequences to military infras-
tructures, aerospace systems, medical, financial, and transportation infrastructures,
and commercial infrastructures.

An adversary can insert a hardware Trojan [20] in a design to interrupt its
normal operation and/or disable it in the future, effectively making it a “silicon
time bomb”. A hardware Trojan may also create a backdoor that gives access to
critical system functionality or leaks secret information to an adversary. Hardware
Trojans can be implemented by modifying (1) the hardware in application-specific
integrated circuits (ASICs), digital signal processors (DSPs), microprocessors,
microcontrollers, or (2) the bitstream for field programmable gate arrays (FPGAs).
A hardware Trojan can modify the functionality of a design in a variety of ways.
For example, a hardware Trojan can disable the crypto module on a design and leak
unencrypted plain text which can easily be intercepted, or disable the system clock
of a module for a small duration to launch a sabotage. A detailed taxonomy for
hardware Trojan can be found in [41].

Along with hardware Trojans, tampering can be performed after the fabrication
of parts by circuit editing [42]. With the advent of nanoscale manipulation tech-
nologies such as focused ion beam (FIB), it has been reported that adversaries can
modify the circuit netlist even in the linewidths of 20 nm and pitches of 40 nm range
[43]. In this approach, the adversary can cut wires that connect transistors/gates,
or create a connection by rerouting between the transistors/gates to modify the
functionality of a circuit.

Since the detection and avoidance of tampering is a large problem unto itself, we
shall consider it beyond the scope of this book. Interested readers are suggested
to read “Integrated Circuit Authentication: Hardware Trojans and Counterfeit
Detection” [20] for further information on hardware Trojan insertion, detection, and
prevention.
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2.3 Supply Chain Vulnerabilities

Typically an electronic component will go through a process like the one shown in
Fig. 2.6. This process includes design, fabrication, assembly, distribution, usage in
the system, and, finally, end of life (resign). The vulnerabilities associated with each
step are discussed in more details below.

2.3.1 Design

The design implementation of large complex integrated circuits has evolved to a
stage where it is extremely challenging to complete the entire design in-house.
The flow from RTL to GDSII is performed in many different places (even in
different countries) mainly to reduce development costs and design-to-market time
(see Fig. 2.4). Design reuse has also become an integral part of SoC design,
where hard IPs (layout level designs), firm IPs (netlists and HDL designs with
parameterized constraints), and soft IPs (synthesizable register-transfer level (RTL)
designs) are reused by designers (more specifically, system integrators who combine
various IPs to create new IC designs) for simplifying complex design problems.
Attacks on the design stage can be performed in the following two ways: (1)
one or more rogue employees can steal these IPs used in the system and pirate
them to another entity, which has the manufacturing capability to fabricate cloned
components, or (2) the design uses an IP which is deliberately tampered with
malicious codes to modify functionality and/or create backdoors to leak secret
information.
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Fig. 2.6 Vulnerabilities in the electronic components supply chain
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2.3.2 Fabrication

As discussed above, today’s integrated circuits are manufactured in fabrication
facilities (fabs) located all around the world due to the high costs associated with
owning and maintaining new fabs. Design houses go into contract with foundries to
fabricate their designs, the design houses disclose the details of their IPs, and they
also pay for mask-building costs based on their designs. The contract agreement
between the foundry and design house is protected by IP rights [44]. However, this
horizontal business model creates a trust issue between the design house and the
foundry. An untrusted foundry can potentially (1) make extra/overproduced ICs,
by hiding their yield, and selling those extra ICs in the open market, (2) clone the
design, and (3) source defective and out-of-specification wafers or dies to packaging
companies to make finished parts.

2.3.3 Assembly

After fabrication, the foundry sends tested wafers to the assembly line to cut the
wafers into die, package the die, and perform final tests before being shipped
to the market. Figure 2.5 shows the test process where the package test is
performed at the assembly, and then the final test for the quality assurance. An
untrusted assembly may supply defective and out-of-spec chips rejected by these
test processes to the market. These assemblies can also hide the yield information
of their packaging process like untrusted foundries, and can stockpile those extra
components. An untrusted assembly may also repackage recycled dies, remark them
as new, and may also upgrade a component by printing higher grade information on
the part package.

2.3.4 Distribution

The tested ICs are sent either to the distributors or to system integrators. The
distributors sell these ICs in the market. These distributors are of several types—
OCM authorized distributors, independent distributors, internet-exclusive suppli-
ers, brokers etc. The most significant threat lies with those outside of OCM-
authorized distributors that are not officially associated with or contracted to OCMs.
A recent report [45] from the Semiconductor Industry Association pointed out that
counterfeit components could potentially be avoided by exclusively buying these
components either directly from the OCM or directly from the OCM authorized
distributors or resellers. However, it is also worth noting that OCMs have come
across counterfeit parts from OCM-authorized distributors and even from US federal
agencies [46].
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2.3.5 System Integration/Lifetime

System integration is the process of combining together all the components and
subsystems into one complete system. An untrusted system integrator can poten-
tially use all types of counterfeit components in their system. They can maximize
their profit by using cheap or tampered counterfeit components to drive their costs
down and potentially inflate the actual worth of the final system.

2.3.6 End-of-Life

When electronics age or become outdated, they are typically retired or resigned and
then subsequently replaced. Proper disposal techniques are highly advised to extract
precious metals and to prevent hazardous materials (lead, chromium, mercury, etc.)
from harming the environment [47]. Yet, these techniques are largely ignored,
resulting in a large amount of electronic waste or e-waste. For instance, in the
United States, only 25 % of electronic waste was properly recycled in 2009 [28].
As discussed in Sect. 2.2.1, a profitable business has grown out of reclaiming used
components from this e-waste, remarking them, and then re-inserting them into the
supply chain as new components. According to current reports, these recycled and
remarked components account for over 80 % of the reported counterfeit parts in
the supply chain [48] and represent a growing threat [49]. Also, at this stage, the
counterfeiters can potentially tamper with used components for the purposes of
sabotage or malfunction.

2.4 Detection and Avoidance of Counterfeit ICs

The detection and avoidance of counterfeit parts is a multifaceted problem, and
we believe that it is still in its infancy. Currently, efforts at detection have mainly
focused on identifying counterfeit parts that are already circulating in the electronic
component supply chain by performing a sequence of “post-counterfeit” detection
methods. On the other hand, avoidance measures (also termed as design-for-anti-
counterfeit (DFAC) measures) can help to prevent these counterfeit parts from
entering into supply chain in the first place. Detection could then be easily
performed by observing the response of these DFAC measures.

While developing the plans for detection and avoidance of counterfeit compo-
nents, it is necessary to consider all different components, which can be classified by
their type, size, and state (see Fig. 2.7). The type is classified into three categories,
namely analog, digital, and mixed-signal, depending on the applications they are
used. The components can be of different sizes, namely large, medium, and small,
depending on the die. It is also imperative that the larger components have more
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input/output (IO) pin counts. We categorize state into three distinct types—obsolete,
active, and new. Obsolete refers to components that are no longer manufactured by
the original component manufacturers (OCM), as they may have switched to newer
designs or new technology nodes to improve performance, reliability, and/or manu-
facturing cost. These components would only be available through OCM authorized
or independent distributors of electronic components. Active components are still
being manufactured by OCMs, but their designs cannot be changed because of—(1)
the extra cost of developing new masks and (2) performance and reliability concerns.
Thus, both obsolete and active components present very little opportunities for
integration of anti-counterfeiting measures. New components are very flexible in
implementing avoidance measures as they are in the design phase where the OCM
can still modify masks and validate performance.

2.4.1 Current Status of Detection

Different types of counterfeit components pose unique challenges to develop a test
plan for the detection of counterfeit components. As obsolete parts are no longer
being manufactured, and active parts are being fabricated based on previous designs
and developed masks, the focus should be on the “detection” of such counterfeit
components. On the other hand, for new components it is possible to integrate
anti-counterfeit strategies during the design process that may prevent counterfeiting
altogether or facilitate more accurate and efficient detection.

There are a few standards available today to guide users in detecting counterfeit
parts. The group responsible for many of these standards is the G-19 Counterfeit
Electronic Parts Committee, set forth by SAE International [50]. Their standards
target three different sectors of the industry: distributors, users, and test service
providers (i.e., test laboratories). These standards are as follows:

1. AS5553—Counterfeit Electronic Parts; Avoidance, Detection, Mitigation, and
Disposition [30];

2. ARP6178—Fraudulent/Counterfeit Electronic Parts; Tool for Risk Assessment
of Distributors [51];
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3. AS6081—Fraudulent/Counterfeit Electronic Parts: Avoidance, Detection, Mit-
igation, and Disposition—Distributors Counterfeit Electronic Parts; Avoidance
Protocol, Distributors [52] (intended for independent distributors and brokers);

4. AS6496—Fraudulent/Counterfeit Electronic Parts: Avoidance, Detection, Miti-
gation, and Disposition—Authorized/Franchised Distribution [53]; and

5. AS6171—Test Methods Standard; Counterfeit Electronic Parts [31].

While SAE is the most prominent entity when it comes to standards, there
are a couple of programs designed to help independent distributors gain users’
trust. Components Technology Institute, Inc. (CTI) [54] has created the Counterfeit
Components Avoidance Program (CCAP-101) [32]. Independent distributors can be
certified as CCAP-101 compliant, which is accomplished by going through a yearly
audit. Another program with similar goals has been developed by the Independent
Distributors of Electronics Association (IDEA) [33].

All the above standards focus primarily on the evaluation of physical properties
of components by using physical tests (see in Chap. 4) instead of evaluating of the
electrical parameters by using electrical tests (see Chap. 5) to decide whether a part
is a counterfeit or not. There are still many challenges and limitations associated
with them. First, these tests are mostly designed for detecting recycled and remarked
counterfeit types, and are less effective in detecting the rest (overproduced, cloned,
etc.). Second, test time and cost are major bottlenecks for applying the tests. For
instance, some of the physical tests require hours to inspect only a single component.
Different test setups are necessary for functional verification by using electrical
tests, which makes them extremely expensive as well. In addition to these, the
destructive nature of physical tests implies that it may be impossible to adequately
test all components. Finally, most of these physical tests are performed in ad-hoc
fashion without automation. Lack of test metrics leaves the task of interpreting test
results in the hands of subject matter experts.

These challenges and limitations are described in detail in Chaps. 4 and 5. In
addition to them, another major issue with many standards is that the policy and
the regulations are their main focus rather than technology. Therefore, it is easy
for counterfeiters to adapt to the new regulations, thus circumventing the effective
detection of counterfeit parts. However, we are very hopeful that the ongoing
activity of developing “AS6171 - Test Methods Standard; Counterfeit Electronic
Parts” [31] by G-19A group, will provide users with the necessary means to fight
against counterfeiting.

We shall elaborate on the test methods in Chaps. 4 and 5. In Chap. 6, we will
introduce test metrics to assess these tests. Also, we will present a comprehensive
framework to select the best set of test methods to maximize the test confidence
under test cost and time constraint.
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2.4.2 Current Status of Avoidance

As discussed above, many of the physical and electrical tests in current standards are
limited in scope, have large test time and cost, etc. It is thus necessary to implement
design-for-anti-counterfeit measures for all types of components in order to prevent
this widespread penetration of counterfeit components in the future. These measures
helps us to detect counterfeit components without performing conventional physical
and electrical tests. However, design of effective measures can be challenging for
different types of components (shown in Fig. 2.7), which each have their own unique
limitations. For new components, anti-counterfeit mechanisms can be integrated
into the die of ICs during the design phase. For active and obsolete components,
alternative DFAC measures could be placed on the packaging.

Figure 2.8 shows the current technologies available for the avoidance of coun-
terfeit parts in the component supply chain. The x-axis and y-axis represent the
counterfeit types and component types respectively. The component types in the
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Fig. 2.8 Current technologies for the avoidance of counterfeit parts in the component supply chain
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y-axis are arranged top to bottom from lowest to highest frequency of counterfeit
incidents in the supply chain [15]. The sheer number of component types (analog,
digital, and mixed-signal) and sizes (large or small) exists in the component supply
chain. They are usually unique in their structures and functionalities. In addition,
there exists seven different types of counterfeit components, which require unique
measures for their detection. Thus, it extremely challenging to find a one-size-fits-
all solution to detect counterfeit components and prevent them getting into the
component supply chain. In Fig. 2.8, we designate different DFAC measures to
different counterfeit types (shown in x-axis) and component types and sizes (shown
in y-axis). We will present all these different DFAC measures in Chaps. 9–12. In the
following, we provide a short description for these chapters.

Chapter 9 introduces several low-cost combating die and IC recycling (CDIR)
structures. The ring-oscillator-based CDIR (RO-CDIR) structure can be imple-
mented in digital ICs with new technology nodes, while the antifuse-based CDIR
(AF-CDIR) structure can be placed in large digital ICs of new and older technology
nodes. The low-cost fuse-based CDIR (F-CDIR) structure can be implemented in
any components (small/large, analog/digital) and any technology node.

Physical unclonable functions (PUFs) [55], secure split test (SST) [19], hardware
metering (HM) [18] and electronic chip ID (ECID) [56] can be implemented to
detect large, remarked digital components. We briefly describe SST in Chap. 11
as it is the only technology available today that can potentially detect out-of-
spec/defective counterfeit types. We will also describe PUFs and hardware metering
in that chapter.

In Chap. 12, we introduce package based marking—DNA markings (DNA) [57]
and nanorods (NR) [58]—that can potentially be implemented in all component
types. These technologies can be implemented to detect cloned ICs along with
recycled and remarked counterfeit types.

2.5 Summary

In this chapter, we presented a comprehensive overview of the issue of counterfeit
integrated circuits. With the recent surge in counterfeit products, counterfeiting has
pervaded the electronics supply chain. Various IC components such as processors,
FPGAs and analog/mixed-signal/digital ICs have all been subject to counterfeiting.
Keeping in mind that these ICs are used in automotive, healthcare, military and
countless other critical infrastructures, the possible hazards caused by counterfeit
ICs are startling. In addition, the illegal market of counterfeit ICs also affects the
economy, causing significant losses in revenue.

We also presented a detailed discussion on the various types of counterfeit
components, which include components that could be recycled, remarked, over-
produced, defective/out-of-spec, cloned, tampered or have forged documentation.
Each type of counterfeit component could appear at various stages in the electronic
component supply chain, such as design, fabrication, assembly, distribution, system
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integration and end-of-life. For example, overproduced components are likely to
appear during the fabrication process and recycled components could originate after
components have reached their intended end-of-life. In order to combat the issue
of counterfeit ICs, suitable detection and avoidance mechanisms are necessary.
Detection of counterfeit components focuses on identifying counterfeits already
circulating in the supply chain. We also introduced the various standards available,
such as the G-19 Standard to guide the detection of counterfeit components.
Nonetheless, detection mechanisms are prone to issues such as the large cost and
time involved. More importantly, they address the issue of counterfeiting only after
it has occurred. This brings up counterfeit avoidance mechanisms, which involve
design-for-anti-counterfeit measures such as hardware metering (HM) and secure
split test (SST) for preventing counterfeit ICs from reaching the supply chain in
the first place. Unfortunately, since ICs could be of various types (analog, digital
or mixed signal) and sizes, a one-solution-fits-all approach for detection is hard to
implement. Chapters 9–12 will focus on measures for the detection and avoidance
of these components.
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Chapter 3
Counterfeit Defects

A wide variety of test methods are currently available for detecting counterfeit parts.
The goal of these methods is to identify “defects” present in a part or a batch of parts
under investigation. Counterfeit defects are those anomalies and changes that are not
typically found in authentic parts. A counterfeit part may often contain one or more
different anomalies and deviations from normal/usual form and/or functionality of
a genuine component. These anomalies may be physical (i.e., related to the leads,
package, etc.) or electrical (e.g., degradation in its performance or a change in its
specifications). Since we assume that the foundries and assemblies have a fairly
consistent manufacturing process and also comprehensively test their components,
we should not expect any defects in genuine parts. Any anomalies or defective
behaviors in a part must, therefore, be attributed to the part being counterfeit. The
precise defects identified in a part can be linked to (i) the type of counterfeit. For
example, recycled components undergo a harmful harvesting process that creates
defects that are not likely present in overproduced, cloned, etc. counterfeit types;
(ii) the expertise/capabilities of the counterfeiter. For example, some counterfeiters
may have more expensive lasers to remark ICs and therefore may do so with greater
precision that’s more difficult to detect.

In this chapter, we will present all the defects and anomalies present in counterfeit
components. We have classified them into four categories: procedural, mechanical,
environmental, and electrical. It is important to understand these defects and
anomalies before proceeding to later chapters which shall discuss the test methods
(see Chaps. 4 and 5), assess the effectiveness of each test method (see Chap. 6 for
the details), and discuss new advanced tests (see Chaps. 7 and 8).
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3.1 Taxonomy of Counterfeit Defects

Counterfeit defects are those anomalies and changes that are not typically found in
authentic parts. Anomalies vary based on size, shape, type, number, etc., depending
on the capabilities possessed by the counterfeiters. The detection of one or more
anomalies may be an indication that a component is counterfeit.

A taxonomy of the counterfeit defects was introduced in [1–3]. In this chapter,
we present a revised and more comprehensive taxonomy of defects, which is
divided into four categories: procedural, mechanical, environmental, and electrical
as presented in Fig. 3.1. Each defect category is discussed in more detail in the
sections below.

3.2 Procedural Defects

Procedural defects are related to the packaging and shipping of components and the
markings of the component itself. The components should travel in the supply chain
with proper protection against shipping, handling, and environmental conditions.
Any damage due to the lack of protection may cause the components to fail
during operation, and thus they must not be accepted as reliable components.
A customer should receive documents verifying the authenticity of the components
they purchased based on purchasing requirements. If there is a mismatch between
the documents received compared to the original ones, then the batch of components
would be flagged for further testing. Figure 3.2 shows the taxonomy of such defects.
Each procedural defect is briefly discussed in the subsections below.

Invalid Lot Code (PP1)

A lot code is an identification number assigned to a lot of components manufactured
by OCMs during a specified time period. It is typically placed on the outside of
packaging. Using lot codes and tracking of components in the component supply
chain are essential parts of good manufacturing practice. Any mismatch between
the lot codes of a batch of parts under authentication and the lot codes stored in the
OCM database should bring the batch of parts under suspicion for being counterfeit.

Invalid Packaging (PP2)

For this defect, the packaging does not satisfy the specifications of the OCM
packaging. The OCM generally ships their product according to their standard
shipping formats. For example, Intel ships their components using JEDEC standard
specified trays or career tape/reel, and then places them in a conductive carbon
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Fig. 3.2 Procedural defects

PP1: Invalid Lot Code

PP3: Invalid Packaging
Labels

PP4: No ESD Protection
for ESD Sensitive Devices

PP5: Missing/Forged
Paperwork

PP6: Multiple Date Codes
within a Lot

PP7: Part Orientation
within Packaging

PP8: No Moisture Protection
for Moisture Sensitive Devices

Packaging/
Shipping

Package

PP9: Invalid Markings

Procedural

PP2: Invalid Packaging

coated inner box [4]. The outer box provides protection during shipping, while
the inner box protects the components from electrostatic discharge (ESD). If the
components are found without proper packaging, the shipping, handling and/or
environmental conditions may damage the components and cause them to fail during
normal operation in the field. Hence, invalid packaging would not occur in the case
of an authentic part.

Invalid Packaging Labels (PP3)

A mismatch between the shipping labels received compared to the OCM label
signals a procedural defect. The package label for shipping is standardized nation-
ally and internationally. The label exists in the form of product certifications,
trademarks, proof of purchase, etc. Consumer use and safety information may
also be required for display. Bar codes, universal product codes (UPC), and
radio-frequency identification (RFID) labels are some common types of labeling.
Figure 3.3 shows a packaging label displaying a grammatical error on it.

No ESD Protection for ESD Sensitive Components (PP4)

This defect exists when an electrostatic discharge (ESD) sensitive device ships
without ESD protection. The inner layer of packaging boxes that contains these
ESD sensitive components must be conductive, static dissipative, or antistatic in
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Fig. 3.3 Invalid packaging
label [5]

order to meet EIA standard 541’s electrostatic discharge requirements. A careless
counterfeiter may ship an ESD sensitive counterfeit component without proper ESD
protection.

Missing/Forged Paperwork (PP5)

Parts are generally shipped with test results and a part data sheet. The results can
be made available for review from the OCM. This information could be missing
altogether or forged by a counterfeiter.

Multiple Date Codes within a Lot (PP6)

The parts with same date code are generally packaged in a box shipped to the
customer or distributor. Having different date codes on different components in the
same lot raises the suspicion that they might have been collected from different
sources and packaged together (such as for the recycled and remarked counterfeit
types discussed in Chap. 2). Multiple date codes within a lot may provide an
indication that the entire lot may be counterfeit.

Part Orientation Within Packaging (PP7)

The orientation of components in a packaging tape or reel needs to be checked. In
an authentic lot, the parts are oriented in a similar fashion. Different part orientation
in a package may lead to the suspicion that some components might have been
replaced with counterfeit.
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No Moisture Protection for Moisture Sensitive Devices (PP8)

This defect occurs when a moisture sensitive device (MSD) is shipped without
moisture protection. The OCMs maintain their packaging formats to protect mois-
ture sensitive devices. For example, Intel ships their moisture sensitive components
within moisture barrier bags (MBBs) [4]. Each MBB contains: (i) one or more
desiccant to absorb moisture captured inside it and (ii) humidity indicator card
to display relative humidity level. A careless counterfeiter may ship an moisture
sensitive counterfeit component without proper moisture protection.

Invalid Markings (PP9)

Markings on any component provide a detailed identity of the components.
A detailed description of marking specifications can be found in Section 3.9.5
of MIL-PRF-38534H [6]. According to the description, “Marking shall be in
accordance with the requirements of this specification and the device specification.
The marking shall be legible and complete, and shall meet the resistance to solvents
requirements of method 2015 of MIL-STD-883”. The markings (see Fig. 3.4 for an
example) of a component should contain the following unless otherwise specified,
as described in [6]:

(i) Part or identifying number (PIN).
(ii) Index point.

(iii) Lot identification code or date code.
(iv) Device manufacturer’s identification.
(v) Device manufacturer’s CAGE CODE. The CAGE CODE online database is

available at https://www.bpn.gov/bincs/begin_search.asp.
(vi) Country of manufacture.

(vii) Serialization, when applicable.
(viii) Special marking.

(ix) Electrostatic discharge sensitivity identifier.
(x) Certification mark.

Invalid markings on the package are clear evidence of counterfeiting. For
example, invalid lot, date, or country code belongs to this category. Old parts are
sometimes remarked with a current date code to make them look like currently
manufactured parts (see Chap. 2 for more discussion on remarked parts). Figure 3.5
shows a part that was manufactured in the 47th week (November) of 2003. However,
this part was received on June 3, 2003. This indicates that the part was supposedly
manufactured 5 months after the date of receipt.

https://www.bpn.gov/bincs/begin_search.asp
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Fig. 3.4 Marking convention
for a National
Semiconductor’s IC [7]

Fig. 3.5 Invalid date code [8]

3.3 Mechanical Defects

Figure 3.6 provides a detailed taxonomy of mechanical defects. Mechanical defects
are directly related to a component’s physical properties. Mechanical defects are
categorized into four types—leads/balls/columns, package, bond wires and die—
depending on the location of the defects. In the following, we will describe each of
the defects listed in Fig. 3.6.
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3.3.1 Leads, Balls and Columns

Leads, Balls or Columns on an IC can show how the part has been handled if it was
previously used. Physically, leads should adhere to datasheet specifications such
as, straightness, pitch, and separation. The leads’ final coating should be consistent
throughout the entire lot as well. Leads should also have a consistent elemental
construction.

3.3.1.1 Dents/Damage/Bent (ML1)

Dents are unexpected impressions made in the surfaces of leads, balls, or columns by
improper handling. For example, the regular shape of a lead can be bent or changed
during the recycling process. This category includes all lead damage issues such as
scratches, bent leads, broken leads, and missing leads. Figure 3.7 shows damaged
leads of various parts.

Mechanical

Leads/Balls/
Columns

ML1: Dents/
Damaged/Bent

ML2: Reworked

ML3: Incorrect
Dimensions

ML4: Wrong
Materials

ML5: Color
Variations
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missing Balls/
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ML8: Distorted/
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Package
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MP2:
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Markings

MP8: Dirty Cavities

MP9: Incorrect Dimensions/ Weight

MP10: Fine/Gross Leak (Hermetic)
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Fig. 3.6 Mechanical defects
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Fig. 3.7 Lead damage [Source: Honeywell Inc.] (a) Damaged columns (b) Broken leads

3.3.1.2 Reworked (ML2)

The reworking of leads defines this category of defects. Residual material on the
lead, shown in Fig. 3.8a, b, clearly indicates the possibility of rework or reflow
soldering having been performed on the leads. Replating of leads using tin (see
Fig. 3.8c) also belongs to this category. Reworking may be performed on a recycled
or remarked chip.

3.3.1.3 Incorrect Dimensions (ML3)

Physically, leads, balls, and columns should adhere to datasheet specifications,
including straightness, pitch, separation, etc. Any mismatch in these specifications
would lead to this type of defect. Counterfeit chips that belong to recycled,
remarked, cloned, or overproduced types (see Chap. 2) may have incorrect dimen-
sions if the counterfeiters do not adhere to the datasheet specifications.

3.3.1.4 Wrong Materials (ML4)

Whenever the chemical composition of leads, balls, and columns differs from the
specification sheet, the case would be placed in this category of defect. For example,
if a lead’s plating was supposed to be nickel and turned out to be tin, then it would
be apparent that the wrong material had been used. The hazardous element lead
(Pb) is not supposed to be present on the leads of an IC. Figure 3.9a shows that Pb
is detected (encircled in black) during energy dispersive spectroscopy (EDS), a test
used to detect lead finish.

Wrong materials could appear in various counterfeit types discussed in Chap. 2:
(i) leads of a recycled chip can be reworked if corroded or otherwise damaged, (ii) a
remarked chip may only have its markings changed while the leads might not have
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Fig. 3.8 Reworked leads. (a) Residual flux on the leads (Source: Honeywell Inc.), (b) repaired
and reflowed leads (Source: Honeywell Inc.), (c) poorly re-tinned

been reworked to match the spec sheet, (iii) a cloned or overproduced chip may be
created without adhering to the datasheet specifications.

3.3.1.5 Color Variations (ML5)

If the leads’ color differs from the datasheet specifications (or from authentic parts),
then this could signal that the lead has been reworked. If the leads appear to have a
darker or duller finish, it could be a sign that they have been soldered or removed
from a previously used printed circuit board (PCB). Figure 3.10 displays this defect.

3.3.1.6 Tooling Marks (ML6)

Missing tool marks on the lead may indicate the presence of a used component, as
replating often covers tool marks during recycling. Insertion marks on leads may
suggest that the part was previously installed elsewhere. The leads of an authentic
part may contain tooling marks. The presence (the authentic part does not contain
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Fig. 3.9 Wrong materials. (a) Counterfeit: lead (Pb) found, (b) genuine: no lead (Pb) found

Fig. 3.10 Color variations (a) Residual solder material on leads [9] (b) Color variations on leads
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BT Laminate
C4 Bumps Die-up Design

Underfill

Solder balls

Fig. 3.11 Cross sectional view of a BGA packaged IC [10]

Fig. 3.12 Missing solder balls [5]

tooling marks) or absence (the authentic part contains tooling marks) of these marks
could be an indicator of counterfeiting.

3.3.1.7 Misaligned/Missing Balls/Columns (ML7)

Array packaging technology has become popular among the semiconductor industry
today as they provide a huge increase in input/outputs (I/O) pin density for large
integrated circuits. Ball grid array (BGA) and column grid array (CGA) are two
popular surface-mount packaging techniques used for ICs. These arrays provide not
only higher interconnect densities, but also solve the problems associated with leads
(such as bent, broken, etc.). Figure 3.11 shows a cross sectional view of a BGA
packaged IC.

When the array-packaged components are recycled, the solder balls or columns
may get misaligned or some of them may be missing (see Fig. 3.12). Misaligned
or missing balls or columns are an indicator of potential reworking that was done
during or after the recycling process.
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Fig. 3.13 Damage or altered BGA Balls. (a) Distorted solder balls (Source: Honeywell Inc.);
(b) Non-uniform/damaged solder balls

Fig. 3.14 Lead re-attachment [Source: Honeywell Inc.] (a) Reattached leads (b) Magnified joint
location of one of the leads

3.3.1.8 Distorted/Non-uniform Balls/Columns (ML8)

Non-uniform or distorted balls and columns may indicate that the part is counterfeit.
Solder balls should not show signs of reworking. Figure 3.13a shows teardrop
shaped solder balls. Figure 3.13b shows damaged solder balls where the residual
solder materials are clearly visible.

3.3.1.9 Lead Re-attachment (ML9)

Lead re-attachment is the process by which the original leads or ball grid array
(BGA) are removed and replaced with new or different leads/BGA to make a part
lead-free. It also involves the reattachment of a lead that was damaged or broken
during recycling process. Some possible indicators of this kind of counterfeiting
would be evidence of visible oxidation; differences in leads, balls and columns’
size and texture; and leads, balls and columns not passing solderability testing.
Figure 3.14 shows that new leads have been attached to the old broken leads.
The solder material is clearly visible between the joint location (see Fig. 3.14b).
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Fig. 3.15 Sanding marks. (a) Sanded top surface, (b) sanded dimple

3.3.2 Package

The package of an IC provides significant information regarding its authenticity.
For example, country of origin, date and lot codes, device manufacturers’ identi-
fication, etc. (see Defect 3.2) are marked on the package. If the package exhibits
any sanding or grinding marks externally, it has likely been recycled or remarked.
Further inspection for the blacktop coating should be done to determine whether
this is the case. Ghost markings, color variations, improper textures, and extraneous
markings on the package clearly indicate that a part has been reused.

There are several package type present today depending on epoxy-molding
compound (EMC), ceramic, metal, or engineering thermoplastic materials [11].
A complete chip encapsulation is performed by whereas the other materials create
open-cavity packages. It is reported in [11] that epoxy based packaging accounts for
more than 90 % of all semiconductor packaging as it is the least expensive among
all. On the other hand, full hermetic packages are typically made of ceramic, metal
or both [12], which provide protection against not only gasses and moisture, but also
shipping and handling. In the following, we will describe all the package defects,

3.3.2.1 Sanding/Grinding Marks (MP1)

If the package exhibits any sanding or grinding marks externally, it has likely been
remarked. Generally, counterfeiters use sand blasting processes to remove markings
from the package. This process generally results in a distinct visual signature being
present on the package. Figure 3.15 shows sanding marks on a counterfeit IC.

3.3.2.2 Markings (MP2)

Markings should be consistent and conform to the authentic parts. Marking defects
occur when there is a mismatch between the marking of a part under authentication
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Fig. 3.16 Marking defects (a) Encircled marking near Tundra logo (b) Encircled marking near
mold mark

and the authentic part. The markings on the package should be permanent and clean
with no indications of remarking.

Figure 3.16 shows two different counterfeit “TUNDRA PCI to Motorola Pro-
cessor Bridge” components. These components are blacktopped and then remarked.
The country of origin, shown in the top left corner of the component, is not placed
in the exact same location. It is close to the TUNDRA logo in Fig. 3.16a, whereas
it is closer to mold mark in Fig. 3.16b. The quality of the marking is also poor for
these components, as we can observe that corners of the letters are not sharp and
most of the letters contain holes when viewed under larger magnification.

3.3.2.3 Burned Markings (MP3)

Laser machining is one of the most popular technologies for package markings.
The imprecise exposure of the laser beam may cause burn marks on the package
during the remarking process (see Fig. 3.17).

3.3.2.4 Ghost Markings (MP4)

Ghost marking occurs when the counterfeiters do not entirely remove the original
marking before printing the new one. The part markings are faintly visible and
appear behind the new markings on the parts. The original part markings can be
seen either under low-power magnification or after marking permanency testing.
In Fig. 3.18a, the original white markings are clearly visible. Figure 3.18b shows a
ghost marking, remnants of the original marking, on the right side of the component.
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Fig. 3.17 Burned markings [Source: Honeywell Inc.] (a) Burned mark encircled in red (b)
Magnified location of the burned mark

Fig. 3.18 Ghost marking (a) New marks on top of residual original marks (Source: Honeywell
Inc.) (b) Faded marks encircled in red

3.3.2.5 Color Variations/Fade (MP5)

If the package color is faded, it would be a clear indication of part counterfeiting.
Figure 3.19a shows the variations of color in the same lot of Intel processors.
The heat sink witness mark is another example of this type of defect. Light blackish
marks on the Intel processor show the prior attachment to a heat sink, which is
shown in Fig. 3.19b.

3.3.2.6 Improper Textures (MP6)

The mismatch of textures between top, side, and bottom surfaces of a package
belongs to this category. Black topping is performed to hide the sanding or grinding
marks on the top surface. If a part is blacktopped, then there will be a clear texture
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Fig. 3.19 Color variations [Source: Honeywell Inc.]. (a) Color variations, (b) heat sink mark

Fig. 3.20 Improper texture (a) Improper texture encircled in red (b) Magnified location of the
corner

difference between the top and the side, as well as the top and bottom surfaces.
Figure 3.20b, zoomed over Fig. 3.20a, shows a different surface texture (blackish
and smooth) near the mold mark and the corner compared to the central part of the
component

3.3.2.7 Extraneous Markings (MP7)

Surface scratches (see Fig. 3.21a) and unexpected ink dots are examples of this
type of defects. This includes scratch marks under solder balls and columns on
CGA/BGA parts (see Fig. 3.21b).
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Fig. 3.21 Extraneous markings. (a) Scratches on the package, (b) scratches on the substrate of
flip-chip BGA package (Source: Honeywell Inc.)

3.3.2.8 Dirty Cavities (MP8)

This category of defects consists of cavities in hermetically sealed components that
are not clean and have extra materials in them. Cavities such as hermetic cavity, are
commonly integrated into an IC component to offer protection against mechanical
and handling stress, especially for components with fragile surface features.

3.3.2.9 Incorrect Dimensions/Weight (MP9)

Package dimensions should be consistent with and conform to the part data sheet.
Due to resurfacing and blacktop coating, the weight of the part may vary. Figure 3.22
shows an uneven edge bevel due to sanding.

3.3.2.10 Fine/Gross Leak (Hermetic) (MP10)

The seal on hermetic parts is a crucial component that ensures a part’s proper
functioning within the environment for which it was designed. The seal of a hermetic
part can be broken by excessive force or heat, both of which are typical of a crude
recycling process.

3.3.2.11 Package Mold Variations (MP11)

Molding compounds are generally composite materials consisting of epoxy resins,
phenolic hardeners, silica, catalysts, pigments, mold release agents, etc. Variations
from the data sheet (authentic or genuine part) can confirm a part as counterfeit.
Defects involving different package mold shapes within the same lot also belong
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Fig. 3.22 Incorrect dimensions [Source: Honeywell Inc.]

Fig. 3.23 Package damage. (a) External crack [13], (b) chipout at the corner

to this category. Recycled, remarked, overproduced, and cloned counterfeit types
could potentially have this defect.

3.3.2.12 Package Damage (MP12)

If the package exhibits damages such as cracks or chipout, then it would fall
within this category of defect. Figure 3.23a shows an external crack on a package.
Figure 3.23b displays a corner chipout of an IC due to improper handling.
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Fig. 3.24 Resurfacing/blacktopping (a) Optical image (b) SEM image

3.3.2.13 Resurfacing/Blacktopping (MP13)

If the package has a secondary coating applied to one or more sides of the package,
then it has probably been resurfaced or blacktopped. The coating is intended to
obscure the original package features and provide visual consistency to the lot.
Figure 3.24 shows the exposed sanding marks after removing blacktop coating.

3.3.2.14 Pin 1 Marker Filled/Missing (MP14)

Pin 1 marker shows the location of the pin 1 of a component. Pin 1 marker or mold
markers (dimples) on a package may: (i) have a production number or letter, (ii) be
missing, (iii) be filled by “black-topping”, or (iv) not be shiny. Figure 3.25 shows
that the dimples are very shallow and have sanding marks.

3.3.3 Bond Wires

An integrated circuit contains a die, bond wires, and a structure that is used to
hold them all in place, which is shown in Fig. 3.26. These internal pieces could
potentially provide significant information regarding a component’s authenticity.
It is important to observe the shape, size and count of the bond wires. It is common
for some circuits to bi-wire the power and ground connections for better current
carrying capability. The absence of any of these bond wires, or broken bond wires
will definitely cause a failure of a component in the field. The defects related to
bond wires are listed below.
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Fig. 3.25 Sanded and partially filled dimples. (a) Sanded dimple, (b) filled dimple

Die
Bond Wire

Die Attach

Solder Ball

Mold Compound

Rigid Substrate

Fig. 3.26 A wire-bond packaged chip

3.3.3.1 Missing Wires (MB1)

The inside of an integrated circuit (IC) contains a die and bond wires. If some of
the bond wires are missing, the circuit will fail during functional operation. Usually,
multiple bond wires are used for a single connection to support the current delivered
to the die. The component will work as specified, but, it may fail under extreme
conditions. This might be an indication of a recycled component, where the die is
completely repackaged or a cloned component, where the counterfeiter use single
wire bond. Figure 3.27a illustrates that there are no bond wires inside the package,
whereas Fig. 3.27b shows its authentic counterpart.
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Fig. 3.27 Missing bond wires [8]. (a) Counterfeit, (b) authentic

3.3.3.2 Poor Connection (MB2)

A defect occurs when the connection between the die and leads, balls or columns
of a component is poor. This is a type of latent defect, where the part may work
normally for a while before the user experiences degradation in performance.
If under enough environmental stress or if exposed to a large shock (ESD, for
example), the wire itself may completely burn out. This defect may occur in recycled
components where the connections are degraded due to the prior usage. This may
also be visible in out-of-spec/defective components. Cloned components may also
possess this defect when the counterfeiter uses inferior materials for cloning.

3.3.3.3 Broken Wires (MB3)

Components that have gone through the recycling process (see Chap. 2 in detail)
may have been mishandled to the extent that the connection from the bond wire
to the die is broken. Figure 3.28 illustrates several broken bond wires inside the
package. This defect may also occur in out-of-spec/defective components when it is
escaped from assembly after packaging process.

3.3.3.4 Poor/Inconsistent Lead Dress/Lead Frame (MB4)

The presence of inconsistent lead dress serves as a clear indication that a part
is counterfeit. The presence of two different types of lead frame structures for
chips that are supposed to belong to the same lot is also a good indicator of parts
being counterfeit. Figure 3.29 shows two different lead frame structures for two
counterfeit Intel TB28F400B5-B80 flash memories. The die in Fig. 3.29b is rotated
180ı compared to the die in Fig. 3.29a.



3.3 Mechanical Defects 59

Fig. 3.28 Broken bond wires
[Source: Honeywell Inc.]

3.3.3.5 Re-worked Wire Bonds (MB5)

The die is lifted from the package during die recovery and then re-packaged to a new
component. The counterfeiters re-ball the bond wire terminations leaving double
ball bonds (see Fig. 3.30). In an authentic component, one would normally see single
ball bonds. Double ball bonds are allowed up to certain amounts for re-work, but
when all of them are double bonded the part is likely counterfeited by die recovery.

3.3.3.6 Bond Pull Strength (MB6)

The strength of the bond wire interconnection system, including the strength of
the bond wire and the strength of the bond wire interconnection to the pad, can
help gauge whether or not counterfeiting has taken place. This defect can occur in
a counterfeit (e.g., recycled, out-of-spec/defective, cloned, and overproduced) part
having improper bond wires or an intermetallic growth formation at the connection
pad, which causes a poor connection. In the worst case, the bond wires may be
detached from the die (see Fig. 3.31).

3.3.4 Die

Die is a semiconducting material on which an electronic circuit is fabricated.
It is extremely important to inspect the die very carefully. In one shocking case,
a component was shipped with no die inside the package [8]. Admittedly, this
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Fig. 3.29 Different lead frame structures (a) Authentic die (b) Rotated die

scenario does not happen often. A more possible scenario is the likelihood of a
component having a different die than the one indicated by the markings on the
package. This could be the case if the package has been remarked or if a different
die was transplanted into a new package. There are markings on the die that can help
in proving authenticity when they are compared to the package markings. These
defects are described below:

3.3.4.1 Missing Die (MD1)

This defect occurs when the die is missing inside the package. Figure 3.27a showed
the X-ray image of a counterfeit IC where no die inside the package is observed.
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Fig. 3.30 Double ball bonds [13] (a) Bond wire having double ball bonds (b) Magnified location
of the joint

Fig. 3.31 Lifted bond wires [13]

3.3.4.2 Wrong Die (MD2)

In this case, the die is different from what it is expected to be. Different die
orientations existing within a single lot would also come under this category.
Figure 3.32 shows an Intel die found in an AMD package.

Different die sizes within the same lot may be an indication of a wrong die.
However, the die sizes may vary within different lots, as the OCM may adopt a
newer process (for example, the die size will be smaller when manufactured with the
newer 45 nm technology node compared to older 90 nm technology node). Similarly,
different die layouts within the same lot may also imply a wrong die. However,
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Fig. 3.32 Intel die inside an AMD package [13]. (a) AMD package, (b) Intel die

different die layouts for different lots may not necessarily suggest a wrong die as
the OCM may have several layout versions of the same design.

3.3.4.3 Delamination (MD3)

Due to imperfections in fabrication, a die may contain trace amounts of air between
its layers. When heated, these pockets will expand. If there is enough air present, the
die pocket will expand to the point of delaminating, a process by which adjacent,
connected layers of the die separate causing the circuit to open in that area. This is
known as “popcorning” due to the resemblance.

3.3.4.4 Gross Cracks (MD4)

A component that has gone through a crude recycling process is subjected to
extreme changes in temperature and harsh environments that it was not designed to
withstand. If gross cracks exist in the die, then the defects come under this category.

3.3.4.5 Improper Die Markings (MD5)

There are markings on the die that can help in proving authenticity when compared
to the package markings. When the marking on the die does not match the marking
on the package, there may be a high possibility of that part being counterfeit.
However, the part may be still be authentic if the OCM uses different markings
for the die and the package.
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Fig. 3.33 Damaged die (a) X-Ray image of an Intel flash memory (b) Damaged corner encircled
in red

3.3.4.6 Die Damage/Extraneous Markings (MD6)

The die may be damaged during the recycling process. Extraneous marks, such as
scratches, may also be present. Figure 3.33 shows a damaged die (see Fig. 3.33b)
inside an Intel TB28F400B5-B80 flash memory (see Fig. 3.33a). The voids in the
X-ray images indicate the damages caused during harsh recycling process.

3.3.4.7 Poor/Inconsistent Die Attachment (MD7)

Excessive voids in die attachment or inconsistent die attachment could be a sign of
reworked or cloned products.

3.4 Environmental Defects

Environmental defects are caused when the environmental parameters interact with
the outer structure of a component. Oxidation and corrosion on leads are caused
when a part is kept for a long time without proper protection. In addition, during
the recycling process, the leads can easily get oxidized at higher temperatures
and contaminated by other materials. Figure 3.34 shows the classification of
environmental defects.
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Fig. 3.34 Environmental
defects Environmental

Leads/Balls/Columns Package

NL2: Oxidation/Corrosion

NL1: Contamination
NP1: Abnormal
Package Conditions

NP2: Contamination

Fig. 3.35 Oxidation on the leads of an IC [5] (a) Lead contamination by oxidation (b) Oxidation
on shoulder of lead

Contamination (NL1)

Leads, balls, or columns are contaminated by hazardous substances (Restriction Of
Hazardous Substances, ROHS). If there is contamination, then the plating may be
correct, but it may have organics over it.

Oxidation/Corrosion (NL2)

There may be oxidation, or corrosion on the lead due to the harsh recycling process.
Whiskers could indicate abnormal storage or lead frame material. Figure 3.35 shows
the oxidation, or corrosion on the leads, which is a clear indication of that the
component was stored without proper protection against environmental conditions.
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Fig. 3.36 Corrosion on the package of an IC [Source: Honeywell Inc.]

Abnormal Package Conditions (NP1)

Abnormal package conditions could include such items as presence of corrosion
(see Fig. 3.36), which can cause significant damage to a package during the harsh
recycling process.

Contamination (NP2)

The package of a component is made of epoxy-molding compound, ceramic, metal,
or engineering thermoplastic materials [11]. When component are kept in open air
it may contaminated. It may also be contaminated during the recycling process.

3.5 Electrical Defects

A defect in an electronic system is the unwanted difference between the imple-
mented hardware and its intended design [14]. Typical electrical defects of the
counterfeit components can be classified into two distinct categories. These are
parametric defects and manufacturing defects, both of which are shown in Fig. 3.37.
Functional or parametric failures occur because of electrical defects. Unlike the
procedural, mechanical, and environmental defects explained above, it is hard to
visualize most types of electrical defects. A detailed description of these defects can
be found in [14, 15].
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Electrical
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Fig. 3.37 A taxonomy of electrical defects

3.5.1 Parametric Defects

Parametric defects represent a shift of component parameters from what is expected.
For example, a shift in circuit parameters due to aging will occur when a chip is used
in the field for some time. Aging of a chip used in the field can be attributed to four
distinct phenomena, which are becoming more prevalent as feature size shrinks. The
most dominant phenomena is negative bias temperature instability (NBTI) [16–20]
and hot carrier injection (HCI) [20–23] which is prominent in PMOS and NMOS
devices, respectively. NBTI occurs in p-channel MOS devices stressed with negative
gate voltages and elevated temperature due to the generation of interface traps at the
Si=SiO2 interface. Removal of the stress can anneal some of the interface traps,
but not completely. As a result, it manifests as the increase in threshold voltage
(Vth) and absolute off current (Ioff ) and the decrease in absolute drain current (IDSat)
and transconductance (gm). HCI occurs in NMOS devices caused by the trapped
interface charge at Si=SiO2 surface near the drain end during switching. It results
in non-recoverable Vth degradation. These effects also lead to out-of-spec leakage
current and out-of-spec transient current. Delay defects are also the direct effect of
all the parametric variations mentioned above.

Time-dependent dielectric breakdown (TDDB) [24, 25] is another effect of aging
that irreparably damages MOS devices. MOS devices with very thin oxide layers are
generally subjected to very high electric fields. The carrier injection with this high
electric field leads to a gradual degradation of the oxide properties, which eventually
results in the sudden destruction of the dielectric layer. Finally, electromigration
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[26] the mass transport of metal film conductors stressed at high current densities—
may cause the device to fail over time. If two interconnects are close enough, the
migration of atoms can lead to bridging between them. Open circuits may also result
due to the apparent loss of conductor metal. Depending on the circuit’s workload
(input combinations, temperature, environmental noise, etc.) and technology node,
the amount of degradation a chip experiences will be different.

These parametric defects may potentially be present in all counterfeit types.
For example, the device parameter shift due to the usage of a component shall
lead to electrical defects present in recycled components. For overproduced and
out-of-spec/defective components, these defects may be the manifestation of man-
ufacturing variability. An untrusted entity may source defective components in the
supply chain which possess opens, shorts, etc. Finally, electrical defects may also
be present in cloned components, which may have been manufactured with different
technology node or not tested properly.

In the subsections below, we will briefly discuss each parametric defect.

3.5.1.1 Threshold Variation (EP1)

This defect occurs when the input low voltage (VIL) and input high voltage (VIH)
specified in the datasheet, do not make the device output change (high to low or low
to high). These voltages generally have a lower value in the lower technology node.
For example, VIL and VIH of a component manufactured with a 90 nm technology
node will be higher compared to the same component manufactured with 45 nm
technology nodes.

3.5.1.2 Time-Dependent Dielectric Breakdown (TDDB) (EP2)

TDDB occur when a dielectric (gate oxide) under a constant electric field (which
is less than the dielectric breakdown strength) breaks down with time. The carrier
injection with this high electric field leads to a gradual degradation of the oxide
properties, which eventually results in the dielectric layer’s sudden destruction.

3.5.1.3 Resistive Open/Short (EP3)

Resistive open or short may result from electromigration when the component
is used in the field. Electromigration refers to the mass transport of metal film
conductors that are stressed by high current densities and aging, causing a device
to fail over time. Electromigration often occurs in aluminum (Al) wiring on
components. If the two interconnects are close enough, the atoms may migrate
such that the interconnects become bridged (i.e., creating a short circuit). During
the current flow, Al wire degrades when the electrons collide with Al grains of the
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wire. The wire are eventually burnt out due the dislocation of Al grains. Components
that are remarked to a higher grade or recycled may experience electromigration that
leads to unexpected failure.

3.5.1.4 Out-of-Spec Leakage Current (EP4)

Leakage current refers to the undesired current that flows while a CMOS device
is in an ON or OFF state. The leakage current of a counterfeit component may be
different from those obtained from authentic parts or datasheet specifications. For
example, components manufactured with different technology nodes may lead to
this defect. Generally, the components manufactured with lower technology nodes
have higher leakage current [27]. For example, the leakage current of a component
fabricated with 45 nm process is higher compared to a component manufactured
with 90 nm process. In addition, leakage current generally decreases due to the
increase of threshold voltage (Vth) when the device ages in the field [28].

3.5.1.5 Out-of-Spec Transient Current (EP5)

The transient current is the current flowing in a CMOS circuit when it switches in
between ON and OFF states or vice versa. If the transient current is different from
those obtained from authentic parts or datasheet specifications, this is considered
another defect. Components with different technology provide different transient
current. For example, the transient current of a component manufactured with
a 90 nm technology node will be different compared to the same component
manufactured with any lower technology nodes. This defect may also arise from
the manufacturing process of a component. This defect can potentially be present in
all counterfeit types.

3.5.1.6 Incorrect Temperature Profile (EP6)

A circuit workload (input combinations, temperature, environmental noise, etc.)
and technology node will determine the degradation a chip experiences. Since
temperature is dependent on many circuit parameters (e.g., threshold voltage), the
degradation will likely result in a different temperature profile over time. A recycled
chip which has experienced prior degradation may therefore exhibit thermal char-
acteristics that differ from a fresh (unused) chip. An incorrect temperature profile
may also result from remarked, cloned, overproduced, or defective counterfeit types
since they may also possess different electrical parameters which influence thermal
behavior.
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3.5.1.7 Delay Defects (EP7)

This defect refers to additional delays introduced to circuit paths due to imperfec-
tions in manufacturing process or degradation from prior use. If a non-critical path
of a circuit becomes critical, the circuit may fail during the operation.

3.5.2 Manufacturing Defects

These defects are classified into three categories: process, material, and packaging
defects (see Fig. 3.37). Process defects come from the photolithography and etching
processes during fabrication. The misalignment of photo-masks and over/under
etching results in process defects. The defects related to “material” are the defects
that arise from the impurities within the silicon or oxide layers. Crystalline defects
in silicon changes the generation-recombination of carriers and eventually results
in the failure of the device. Crystal imperfections, surface impurities, and improper
materials come under this category. We will describe these defects in more detail
below.

As these defects defect arise from the manufacturing process, they may poten-
tially be present in (i) out-of-spec/defective components when an untrusted entity
supply the defective components in the market, and (ii) overproduced and cloned
components when the untrusted foundry source the components without proper
tests. We will probably not find these defects in recycled and remarked components
as they are assumed to be tested properly when they originally entered into the
supply chain.

3.5.2.1 Missing Contact Windows (EM1)

The misalignment of photo-masks and over or under etching results in missing
contact windows. The gate of a transistor will float when the metal-to-polysilicon
windows of that transistor are missing.

3.5.2.2 Misaligned Window (EM2)

Misaligned window occurs when the photo-masks are misaligned. It affects the
current carrying capability and may form parasitic transistors.

3.5.2.3 Oxide Break-Down (EM3)

The MOS devices with very thin oxide layers are generally subjected to a very
high electric field. This imperfection occurred during the manufacturing process
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and remains in the device if it is not tested properly. This defect may potentially be
observed in overproduced, out-of-spec, or defective counterfeit types.

3.5.2.4 Parasitic Transistors (EM4)

Due to the over-etched and misaligned contact windows, parasitic transistor actions
may occur between adjacent devices. Electric charge buildup takes place between
the two adjacent diffusion regions under an electric field that is sufficiently strong
to revert the layer to a conducting channel, resulting in the device’s failure.

3.5.2.5 Fine Cracks (EM5)

Fine cracks may occur during the mishandling of dies at various stages in the
fabrication process.

3.5.2.6 Crystal Imperfection (EM6)

Crystalline defects in silicon changes the generation-recombination of carriers and
eventually results in the failure of the device.

3.5.2.7 Surface Impurities (EM7)

These defects arise from impurities within the silicon or oxide layers.

3.5.2.8 Improper Materials (Seals, Epoxies, Dielectrics, etc.) (EM8)

These types of defects arise from improper materials being present in seals, epoxies,
dielectrics, etc.

3.5.2.9 Surface Passivation and Corrosion (EM9)

The passivation layer provides some form of protection for the die. Failure occurs
when corrosion causes cracks or pin-holes to form in the passivation layer. In
addition to that, the aluminum layer can easily be contaminated and corroded by
the presence of sodium and chloride, and it can potentially result in the formation
of an opening.
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3.5.2.10 Mechanical Interfaces: Intermetallic Growth (EM10)

Intermetallic growth in the bond and other mechanical interfaces results from the
metal impurities and causes the device to fail.

3.5.2.11 Mechanical Interfaces: Fatigue (EM11)

Fatigue in the bond and other mechanical interfaces results from the temperature
and causes the device to fail.

3.6 Summary

In this chapter, we presented numerous defects that can be evident in counterfeit
components. In order to deduce that a particular IC is counterfeit, the presence of
one or more of these defects can be attributed. Defects are varied across different
types of ICs. Evidence of defects may manifest themselves in the package, silicon
die, bond wires or any other IC features. Further, as counterfeiting grows in number
and complexity, the quantity and intricacy of these defects become even more
challenging to address. Nonetheless, this chapter has made an attempt to provide
an exhaustive taxonomy of counterfeit defects that have been noted thus far.

Defects were classified into four broad categories: procedural, mechanical,
environmental and electrical, depending on where and what kind of defects was
detected on suspect ICs. Under procedural defects, errors or deviations can be found
in the packaging. This type of defect can be detected easily when it is possible to
contact the original component manufacturer and verify the authenticity of the lot
information. Mechanical defects are defects found in the physical make of the IC.
They may include residual marks, wrong materials, color variations and other such
aberrant physical features that are usually not found in authentic components. These
defects, as noted in the chapter, may be found in a variety of locations on an IC
such as its leads, packages, bond wires and even on the die itself. Environmental
variations include evidence of contamination or corrosion in the package or the
leads, which indicate that the components could potentially be recycled. Most
of these physical defects commonly arise through the process of recycling and
remarking, where used and defective ICs are subjected to often crude processes and
environmental extremities, which create these counterfeit defects. Lastly, electrical
defects were introduced in which suspect ICs could show parametric defects based
on leakage current, temperature profile etc. or manufacturing defects such as
crystalline imperfections that arise during the fabrication process, all of which are
detected by comparing these possible defective ICs to ICs that are verified to be
genuine.

The goal for counterfeit detection is to be able to identify as many of these
defects as possible, so that a part can be deemed counterfeit with high certainty
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(see Chap. 6 for metrics on counterfeit detection). It is to be stressed that the list of
defects presented in this chapter is in no way absolute. As the nature and scope of
counterfeiting grows, newer, finer defects may arise and they must be identified and
added to test metrics for counterfeit detection.
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Chapter 4
Physical Tests for Counterfeit Detection

With the proliferation of counterfeit components in the electronic component
supply chain over the last decade, it has become imperative that manufacturers,
distributors, and users of electronic components inspect all incoming electronic
components for authenticity, especially for those parts that will be used in critical
systems, infrastructures, and applications (aerospace, military, medical, transporta-
tion, etc.). The risk of using a tampered, unreliable, or untrustworthy counterfeit
component in such systems can be catastrophic (i.e., life-or-death). In addition,
critical systems are often composed of older and obsolete electronic components
which are no longer available from the original component manufacturers (OCMs)
or OCM-authorized distributors. Following the laws of supply and demand, obsolete
components are therefore more expensive, thus increasing the financial incentive for
counterfeiters to source fakes of such parts.

Several test methods have been developed to distinguish counterfeit from
authentic components. The goal of each test is to spot one or more of the counterfeit
defects discussed in the previous chapter. Guidance, requirements, and procedures
for carrying out such tests have been outlined by several standards [1–4], but it
is very important that the community understands the challenges and limitations
associated with these tests as well.

In this chapter, we first present a detailed taxonomy of counterfeit detection
methods which can be broadly classified into two distinct categories—physical tests
and electrical tests. This chapter is devoted to the physical test category. Physical test
are focused on capturing the defects related to the exterior, interior, and materials
of a components package, leads, and die. The physical tests discussed here range
from simple external visual inspection (EVI) to more advanced imaging techniques
that rely on scanning electronic microscopes (SEMs) and X-ray tomography.
We shall discuss all aspects of these methods including their objectives, required
equipment, as well as their challenges and limitations. The electrical test category
will be discussed in Chap. 5.
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4.1 Taxonomy of Counterfeit Detection Methods

Figure 4.1 shows a taxonomy of counterfeit detection methods. Physical tests
are performed to examine the physical and chemical/material properties of the
component’s package, leads and die of a component in order to detect procedural,
mechanical, and environmental counterfeit defects (see Chap. 3). When an order is
received, physical inspection is the first set of tests conducted, in which the ordered
component in question is tested for possible evidence of counterfeiting. As part
of the physical inspection procedure, the component is thoroughly inspected using
imaging techniques of the exterior and interior. The exterior part of the package and
leads of the component are analyzed using exterior tests. For example, the physical
dimensions of the components are measured either by hand-held or automated test
equipment. Any abnormal deviation of measurement from the specification sheet
indicates that the component may be counterfeit.

The chemical composition of the component is verified using material analysis.
Defects such as wrong materials, contamination, oxidation of leads and packages,
etc., can be detected. There are several tests that can perform material analysis
(e.g., XRF, EDS, FTIR, etc.).

The internal structures—die, and bond wires—of the components may be
inspected by delid/decapsulation or X-ray imaging. There are three mainstream
methods commercially available for decapsulation: chemical, mechanical or laser-
based solutions. Chemical decapsulation involves etching away the package with
an acid solution. Newer laser-based techniques can remove an area of the package.
Mechanical decapsulation involves grinding the part until the die is exposed. Once
the part has been decapsulated and the required structures exposed, the interior tests
need to be performed. These may include observation of the presence of an authentic
die, gross cracks on the die, delamination, any damage on the die, die marking,
missing or broken bond wires, reworked bonds, bond-pull strength, etc.

Electrical tests are the only way to determine the correct functionality of a
component. These tests are a very efficient and non-destructive way of detecting
counterfeit components. The majority of defects listed under electrical category
(see Fig. 3.1) can be effectively detected by electrical tests. In addition, die and
bond wire related defects may also be detected by these tests. The major advantage
of introducing electrical tests in to a test plan is that they can identify cloned, out-of-
spec/defective, and overproduced components along with the recycled and remarked
components, as most of the electrical defects may be present in those components
(see Chap. 3, Sect. 3.5.2). We will introduce these tests in detail in Chap. 5.

The taxonomy of counterfeit detection methods was introduced in [5–9]. How-
ever, in this chapter, we modify the taxonomy to be in line with the counterfeit
detection standards [1–4].
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4.2 Physical Inspection

The first set of tests that is to be applied to defect counterfeit components are
physical inspections. The physical and chemical properties of components’ package,
leads and die are thoroughly inspected by physical inspection, as we described
earlier. Some of the physical inspections, e.g., EVI, X-Ray imaging, etc., are easy
to implement whereas some of them require custom-designed expensive equipment,
e.g., SEM, SAM, etc., and skilled operators to perform the tests. Sometimes subject
matter experts (SMEs) are necessary to interpret the test results. In the following
subsections, we will describe some effective physical inspection methods to detect
counterfeit components.

4.2.1 External Visual Inspection (EVI)

External visual inspection is the first test usually performed on all the components.
The inspection is carried out in multiple steps.

General EVI The conditions for the packaging and shipping materials are verified
by general EVI. Along with this, some of the physical attributes of the components
are verified. However, the components are not removed from the tape or reel.
A low power microscope may be required to inspect the parts (generally less than
10X magnification). All the components are handled with proper precautions as
described in ANSI/ESD S20.20 for ESD components and IPC/JEDEC J-STD-20
and J-STD-033 for moisture sensitive components. The inspection generally verifies
the following:

i. Packaging: The verification of packaging is performed and compared with
the original component manufacturer (OCM) packaging. Any damage on the
packaging is also carefully inspected.

ii. Documents: The documents received with the packaging, external and internal
shipping labels are verified. OCM’s logs, shipping origin, certificate of confor-
mance (CoC) are scrutinized and verified with the OCM.

iii. Protection: The electrostatic discharge (ESD) sensitive components shall be
shipped in accordance with EIA standard 541’s electrostatic discharge (ESD)
requirements. Similarly, the moisture sensitive components shall be packaged
in accordance with the requirements of IPC/JEDEC J-STD-020C. A thorough
inspection of ESD sensitive bags, humidity indicator cards (HIC), and moisture
sensitive bags are performed. All the components are also handled with proper
care so that no components get damaged.

iv. Orientation: The orientations of all the components in a packaging tape or
reel are checked. In an authentic lot, the components are oriented in the
same direction. For example, the placement of the pin 1 marker of a component
in tape is towards the operator. Different orientations in a package indicate
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that some or all components may have been replaced with their counterfeit
counterparts. Further verification is needed to authenticate such component.

v. Invalid Marking: Validity of the marking (see the defect invalid marking in
Chap. 3, Sect. 3.2) on the component is checked. For example, the date code
need to be checked for all the components. Old components are sometimes
remarked with a current date code to make them look like newly manufactured
components.

vi. Gross Visual Anomalies: Gross visual anomalies are also inspected. For
example, damaged leads or packages, sanding or grinding marks on the package,
color variations of leads, color variations of packages for different components
in a same lot, etc., are audited.

General EVI is the only physical test that is applied to all the components under
authentication due to its speed and low cost. After this inspection, sampling is
typically performed where a few components are randomly selected from a lot for
further tests to validate the authenticity of the purchased parts.

Detailed EVI Detailed EVI is performed on the sampled components with a
microscope with 10X–40X magnification. Higher magnification (up to 100X) may
be necessary to spot some of the finer defects. Figure 4.2 illustrates a set up

Fig. 4.2 An inspection set up for detailed EVI (CHASE Center, University of Connecticut)
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for detailed visual inspection. The setup consists of a Keyence VHX-2000 digital
microscope [10] which is a versatile imaging and measurement system with 0.1X–
5000X magnification. It can capture full focused images, observe objects from any
angle, and even visualize surfaces in three dimensions (3D).

The handling of components is of particular concern during imaging. All the
sampled components should be handled in accordance with the requirements of
ANSI/ESD S20.20 for ESD components and IPC/JEDEC J-STD-20 and J-STD-033
for moisture sensitive components. Detailed EVI generally performed to validate
the following,

i. Leads, Balls, and Columns: The inspection of leads for through-hole com-
ponents, and balls and columns for surface mount components are carefully
performed. This detailed inspection includes the search for—(a) scratches on
the leads, (b) bent, broken, and missing leads, (c) residual material on the leads,
(d) replating on the leads, (e) straightness, pitch, and separation of the leads,
(f) tooling marks on the leads, (g) misaligned and missing balls and columns,
and (h) distorted and nonuniform balls and columns.

ii. Package: The package of an IC can reveal significant information about the
authenticity of a chip. The detailed inspection of the package of a component is
performed in this step. The authenticity of the marking is verified. For example,
invalid date, lot, or country codes are checked. If the package exhibits any
external sanding or grinding marks, it has likely been remarked. The labels
that are on the package should be permanent and clean. The markings on a
counterfeit part may be crooked, uneven, or sloppy. An imprecise laser used by
a counterfeiter may also hover over spots for too long and cause burn marks on
the package. Ghost markings, color variations, improper textures, and extraneous
marking on the package surface are also checked. The package is also inspected
carefully to find any damage caused by improper handling.

The location of the pin 1 marker and mold markers in the package should be
identical for components from the same lot. These marker cavities should also
be free of scratches and extra materials. The edges around the mold markers
should be sharp and precise. If the edges seem to be rounded down, it may be an
indication that the package was sanded down for remarking. The dimensions of
the package are also verified against datasheet specifications.

Testing for Remarking and Resurfacing The purpose of this test is to determine
the quality of the surface coating and marking on the package of a component
in order to determine whether the component is blacktopped and remarked. It is
absolutely necessary to evaluate the package surface to find the defects and
anomalies related to the marking and package surface. Acetone is commonly used
to determine if the component is remarked or not. Some harsher solvents (Dynasolv
711 or 750) may also be necessary for this test. If the surface or marking color
changes, the component is assumed to be counterfeit. The detailed test procedure
can be found in method 2015 of MIL-STD-883.
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Fig. 4.3 Dimensions of Intel’s 15 mm PBGA outline drawing [11]

Package Configuration and Dimension Analysis In this phase, the physical
dimensions of the components are measured either by hand-held or automated test
equipment. Figure 4.3 shows the dimensions of Intel’s 15 mm Plastic Ball Grid
Array (PBGA) outline drawing. Any abnormal deviation of measurement from
the specification sheet must be recorded and the component shall require further
analysis.

4.2.2 X-Ray Imaging

X-Ray imaging is a method of inspecting the internal structure of a component
without performing decapsulation. There are typically two types of X-Ray imaging
systems—film X-Ray and real-time X-Ray systems. In film X-Ray systems, the
images are formed on a radiographic film, whereas in real-time, or digital X-Ray
systems, a digital image is formed by digital sensors. Figure 4.4 shows a real
time X-Ray imaging system, Zeiss Versa 510 (which has a maximum power of
160 kV for its source), at the University of Connecticut which has been used to
acquire the structural information of different ICs. The ZEISS Xradia 510 Versa 3D
X-ray Microscopes (XRM) [12] provides a unique RaaD (resolution at a distance)
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Fig. 4.4 Zeiss Xradia 510 Versa: X-ray imaging system (CHASE Center, University of
Connecticut)

capability that breaks the one micron resolution barrier for samples from mm to
cm. The system is used to capture two dimensional (2D) projections and X-Ray
computed tomography to observe the detailed three dimensional (3D) internal
structure of an IC.

X-Ray Computed Tomography (CT) is a non-invasive imaging technique that
makes it possible to visualize the 3D internal structure of an IC. Multiple 2D
projections are collected from many different angles with different magnifications
depending on the quality needed for the final image. These 2D images are then
stacked up and a 3D image is reconstructed by using mathematical algorithms,
direct Fourier transform and center slice theory [13]. In order to produce a successful
reconstruction of a 3D image of an IC, the following parameters should be optimized
carefully: source/detector distance to object, source power, detector objective, filter,
exposure time, number of projections, center shift, and beam hardening. We will
describe these parameters in detail in Chap. 7. Interested readers are also suggested
to read [14] for further details. Figure 4.5 shows 3D images showing the internal
structure of components.

A wide variety of defects, internal to ICs, can be detected by X-Ray imaging.
These defects are broadly classified into two categories—the defects related to die
and those related to bond wires. Die related defects include missing die, wrong die,
and gross cracks. Missing wires, broken wires, reworked bonds, poor/inconsistent
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Fig. 4.5 3D Structure of an Intel TB28F400B5-B80 flash memory

lead dress/frame, etc. are some common bond wire related defects that can be
detected by X-Ray imaging. Figure 4.6a and b shows two different lead frame
structures for two Intel TB28F400B5-B80 flash memories. The die is rotated in
Fig. 4.6b which is a clear indication of a wrong die. There are no bond wires inside
the package that is shown in Fig. 4.6c. Broken bond wires are presented in Fig. 4.6d.

4.2.3 Delid/Decapsulation

To fully inspect the internal structure of an IC, it is necessary to remove the outer
package carefully without damaging the die. Die markings are quite important in
authenticating the company name, logo, date of manufacturing, mask numbers,
device specification, etc. The major functional blocks are visible after decapsulating
of an IC. The die sizes may vary and generally become smaller when the company
moves to a newer technology node. To authenticate an IC, it is extremely important
to observe these internal parameters. Note that this is a destructive test and would
normally be performed on a sampling basis (e.g., a sampling plan can be found in
AS6171 [2]). After decapsulation, the internal structures are thoroughly observed
(see MIL-STD-883 [15] method 2013). The detailed descriptions can be found in
MIL-STD-883 [15] method 5009 for the microcircuits, and MIL-STD-1580 [16] for
electronic, electromagnetic, and electromechanical Parts.

4.2.4 Scanning Acoustic Microscopy (SAM)

SAM is one of the most efficient ways of studying the structure of a component
without damaging it. This technology utilizes the reflection and transmission of
ultrasound waves to generate an image of the component based on its acoustic
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Fig. 4.6 Counterfeit defects detected by X-ray imaging (source: Honeywell) (a), (b), (c) Missing
bond wires, and (d) Broken bond wires
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impedance at various depths. The component under test is submerged in either
deionized water or isopropyl alcohol (IPA), which is used as a medium. Since air
will have a much different acoustic impedance than any of the parts mediums,
that section will appear much darker on the image produced. The resolution of
SAM depends on the transducer frequencies. Lower frequencies provide higher
penetration through the component at the cost of lower spatial resolution. SAM is
very useful in detecting delamination, or, die attachment to the package. It can also
detect the cracks and voids in the die and anomalies in the bond wires.

4.2.5 Scanning Electron Microscopy (SEM)

SEM is a method of generating an image with a superfine resolution by using a
focused electron beam. The image is formed by scanning the entire target area
of the sample surface, which produces various signals that provide compositional
and surface topography information. SEM consists of two major components—the
electron column and a control console. The column generates a focused electron
beam for scanning the surface and the control console displays the image. When the
high energetic electron beam interacts with the sample, it generates a secondary
emission of back scattered electrons and X-rays. An electron detector detects
these secondary electrons and an image is formed. The components under test
can be observed in high vacuum and low vacuum environment depending on the
required information from it. Although the component is located inside a vacuum
environment, tilting the stage is possible and the stage can be also heated during the
microscopy. A detailed description can be found in [17].

Figure 4.7 shows an FEI Quanta 250 FEG field emission scanning electron
microscope [18], located at the Center for Clean Energy Engineering at the
University of Connecticut, with versatile, high resolution low vacuum capabilities.
It provides a pre-aligned electron optical column for high resolution and beam
stability.

SEM is very useful for detecting many defects and anomalies present in
counterfeit components. The detailed inspection of a component is performed in
three different ways.

i. Inspection of Leads: The surface morphology of the leads of a component can
be inspected. Reworked leads, wrong materials, scratches, oxidation, etc. can
easily be detected.

ii. Inspection of Package: A wide variety of defects related to the package can
be detected. For example, sanding and grinding marks, ghost markings, burned
markings, improper texture, oxidation, corrosion, contamination, etc. are some
of the defects that can be detected by SEM. Figure 4.8 shows the marking
differences of the package. The images were taken in a low vacuum medium
without applying any conductive coating on the marking. The reader can easily
differentiate the two markings. Note that these differences were not visible via
Detailed EVI.
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Fig. 4.7 FEI Quanta 250 FEG field emission scanning electron microscope (center for Clean
Energy Engineering, University of Connecticut)

Fig. 4.8 SEM images of the marking defects (a) Smooth and thinner marking (b) Perforated
marking

iii. Inspection of Die: Inspection of the die requires decapsulation of a component.
The markings on the die, reworked bond wires, die damage, extraneous marks,
etc. can be inspected at high resolution by SEM.
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Even though SEM is very useful for detecting defects, the practicality of SEM
is limited due to the long test time. Sometimes it requires several hours to inspect a
single component in detail.

4.2.6 X-Ray Fluorescence (XRF) Spectroscopy

XRF is a nondestructive method for material analysis. The emission characteristics
of a material are observed after heavy bombardment with high-energy X-Rays.
When the X-Ray hits the surface of a material, the outer electrons obtain enough
energy (ionization potential) to reach unstable higher outer orbits. The emission
of radiation occurs when these high-energy electrons settle down to their original
ground state. Each element produces a unique peak in the spectrum. A unique
fingerprint is generated from the package of a component by XRF Spectroscopy.
A decision about a component’s authenticity can be made upon comparison with a
golden sample (if available). There are several X-Ray fluorescence spectrometers
with an automated sample feed that are available for material analysis.

4.2.7 Fourier Transform Infrared (FTIR) Spectroscopy

FTIR is based on infrared (IR) spectroscopy. A part of IR radiation is absorbed by
the material under test and the other part is transmitted through it. The spectrum for
molecular absorption and transmission is observed from the resultant IR radiation.
The unique molecular fingerprint, created by FTIR, is compared to the fingerprint
of the golden model for material comparison. FTIR is used to authenticate both
organic and inorganic materials of a component. It is used to verify—(i) polymer,
coating, etc., of the package, (ii) residual foreign materials from the sand blasting
process used to remove the old markings, and (iii) residuals from chemically etched
package.

4.2.8 Energy Dispersive Spectroscopy (EDS)

EDS is used to chemically characterize a component using X-ray excitation. A high-
energy beam of charged particles is bombarded on the surface, and the emitted
X-ray spectrum is captured by an X-ray detector to form the EDS spectrum.
A unique fingerprint of X-ray spectrum is generated as each element or material has
a unique atomic structure that allows a unique set of peaks on its X-ray emission
spectrum. This is the basis for elemental analysis using EDS. FEI Quanta FEG 250
(see Fig. 4.7) is a combined machine which has both SEM and EDS tools on it.
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Fig. 4.9 EDS spectrum of the lead of an IDT Dual-Port Static RAM

Figure 4.9 shows the EDS spectrum of one the lead of an IDT Dual-Port Static
RAM (IDT 7025S45PF). The authentic component is ROHS Compliant and should
be free from Pb, which is usually restricted on IC components for environmental
safety reasons. However, Pb is detected signifying that this must be a counterfeit
component.

4.2.9 Temperature Cycling

Temperature cycling is one of the major tests that can be implemented to detect
recycled ICs, as it determines the resistance of an IC to the extreme (very high and
very low) temperatures. This test provides the assessment of package quality. Since
temperature cycling is destructive, only a small batch of ICs can be used for testing.

Table 4.1 shows the test conditions for temperature cycling. As specified in
MIL-STD-883 method 1010.7, this test shall be conducted for at least ten cycles
using the test condition C specified in Table 4.1, whereas one cycle consists of
the sequence of step 1 and step 2, and vice versa. Figure 4.10 shows a typical
temperature profile during temperature cycling [19]. The component under test is
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Table 4.1 Test conditions for temperature cycling [15]

Step Minutes Temperature (ıC)

A B C D E F

1 � 10 �55 C0 �55 C0 �65 C0 �65 C0 �65 C0 �65 C0

Cold �10 �10 �10 �10 �10 �10

2 � 10 85 C10 125 C15 150 C15 200 C15 300 C15 175 C15

Hot �0 �0 �0 �0 �0 �0

Upper soak time
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Cycle time
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am
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Ts(max)

(a)

(b)

Ts

Nominal Ts (max) 
w / tolerance

Nominal
Ts (min)
w / tolerance

Fig. 4.10 A typical temperature profile during temperature cycling [19]

placed in a stationary chamber and is heated or cooled by using hot or cold air. The
following parameters need to be controlled properly during temperature cycling.

i. Soak Temperature is temperature range (Ts.max/ and Ts.min/) specified
in Table 4.1.

ii. Nominal �T is the difference between nominal Ts(max) and nominal Ts(min).
iii. Soak Time is the total time the sample temperature is within a specified range of

each nominal Ts.max/ and nominal Ts.min/.
iv. Cycle Time is the time interval between the two consecutive high-temperature

extremes or the two consecutive low-temperature extremes.
v. Ramp Rate is the rate of temperature increase or decrease per unit of time.

The defects or anomalies generated from the recycling process related to the
package (package damage), bond wires (bond pull strength, poor connection, etc.),
or die (delamination, gross cracks, die damage, etc.) can be detected by this test.
A detailed description can be found in standard MIL-STD-883 method 1010.7
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[15] and JESD22-A104D [19]. Along with temperature cycling, thermal shock,
described in MIL-STD-883 method 1011.9, can be implemented to increase the test
coverage, and to help detect recycled ICs.

4.2.10 Hermetic Seal Test

Seal test is performed to determine the quality of a components seal. The seal of a
component protects the entrance of damaging contaminants which will reduce its
effective life. The seal of a hermetically sealed part ensures its correct operation in
the environment that it was designed for. A break in this seal leads to the failure of
the component. Seal test is designed to detect leaks resulting from the use of inferior
sealing materials, the manufacturing processes making the seal, or the counterfeiters
damaging the seal during the recycling process.

The detailed descriptions for the seal test can be found in (i) MIL-STD-883
[15] method 1014 for microcircuits, (ii) MIL-STD-750 [20] method 1071 for
active discrete components, and (iii) MIL-STD-202 [21] method 112 for passive
components.

4.3 Limitations and Challenges

The counterfeiting of ICs is a multifaceted and evolving problem. Counterfeiters
are enriching their knowledge and technology as they mature and become more
proficient in this illegal business. The test methods that are capable of detecting
counterfeit ICs today may not be as effective in the near future. Thus, it is
important to analyze the limitations and challenges associated with these tests. In the
following, we will briefly describe these limitations and challenges.

• Counterfeit Types: The physical inspections are primarily designed to detect
recycled and remarked ICs. These tests are not nearly as effective for detecting
any other counterfeit (overproduced, cloned, and out-of-spec/defective) types.

• Dynamic Nature: The dynamic nature of counterfeiting makes the detection
even more challenging. Counterfeiters are evolving and adapting to new ways of
making more deceptive counterfeit product. Currently, detection is mostly based
on inspecting the physical appearances of devices. It is hardly a matter of time
before some of these test methods will be ineffective in the near future. Some
defects may no longer appear in the future and will be replaced by other defects
that are not yet in the taxonomies. New tests will need to be developed in order
to identify and keep up with the rapid improvements made by counterfeiters.

• Destructiveness and Sampling Requirements: Most of the physical tests are
destructive by nature. Sample preparation is extremely important as it directly
relates to test confidence. If a few counterfeit components are mixed with a large
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batch, the probability of selecting the counterfeit one for test is extremely small.
If one could develop tests that are non-destructive and efficient, we can remove
the need for sampling and be able to overcome this issue.

• Test Time and Cost: The test time and cost are major limiting factors in the
use of physical tests for counterfeit detection. The equipment used for physical
inspections (e.g., scanning electron microscopy (SEM) and acoustic microscopy
(SAM)) are not custom-designed to detect counterfeit parts. It can take several
hours (e.g., typically several hours for SEM analysis) to test a single component
with good resolution. This is a severely limiting factor since a large number
of parts need to be inspected in order to keep up with the dynamic nature
of counterfeiters and new trends in counterfeiting (identify new defects, new
counterfeit types, etc.). There is little work present in the literature that evaluates
the effectiveness of physical inspection tests. If we are ever to decrease test
time and cost, there needs to be a strong framework in place to determine
which are the most effective tests, which defects are detectable by what tests,
which are the most important defects, etc. In addition, test time and cost can also
be reduced by designing components with counterfeit detection in mind.

• Lack of Automation and Need for Quantitative Metrics: All the tests described
here are currently performed in an ad-hoc fashion with no metrics for quantifying
against a set of counterfeit types, anomalies, and defects. Most of the tests are
carried out without automation. The test results mostly depend on the subject
matter experts (SMEs). The decision-making process is entirely dependent on
the operator (or SMEs)—this is indeed error prone. A chip could be considered
counterfeit in one lab while it could be marked as authentic in another lab. This
was proven by a test run by G-19A group, where some labs reported a chip as
counterfeit and others labeled it authentic [22]. There is a substantial need to
develop automated test methods that allow us to quickly and more efficiently
identify counterfeit defects on a large number of parts. Such results could be used
to keep track of trends in counterfeiting and stay on pace with counterfeiters. In
order to reach this goal, metrics are needed to quantify (i) many of the counterfeit
defects only identifiable today by SMEs and (ii) many of the test methods and
equipment described above.

Preliminary work on overcoming many of the above challenges is contained
in latter chapters of this book. These include assessment and optimization of
test methods (Chap. 6), advanced physical tests (Chap. 7), and design-for-anti-
counterfeit measures (Chaps. 9 –12).

4.4 Summary

In this chapter, we have presented a detailed taxonomy of test methods for the
detection of counterfeit components. These test methods are classified into two
distinct categories: physical and electrical. For this chapter, we have focused on
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various physical test methods. General external visual inspection (EVI) is a physical
test method that can be applied to all incoming components. 2D X-Ray imaging can
be applied as a test for observing the internal structure of an IC for possible die
and bonding defects whereas 3D tomography can be used to generate more detailed
images of the internal structure of the IC.

We have also analyzed the challenges and limitations of these tests, mainly in
terms of the time and cost-constraints. EVI is fairly cheap and quick to administer
as it involves the use of simple low-power microscopes for visualization of the
defects. Spectroscopy methods to determine the material composition of ICs for
detecting sanding residues, detailed X-ray imaging, SEM, and SAM techniques are
more expensive and require extensive amounts of time and effort to prepare samples
and conduct the test. In fact, all the physical tests introduced in this chapter except
general EVI can only be used on a sampling basis and cannot be used to test entire
lots of ICs as they are destructive in nature, costly, and time-consuming. In the
absence of automation strategies, these tests can be even more tedious to conduct.
Thus, in a generic counterfeit detection scheme, general EVI is performed on all
ICs from a lot and then, more advanced techniques such as X-ray imaging and
spectroscopy can be used to test sampled components from the lot. To combat the
difficulties of physical tests, electrical tests are introduced in Chap. 5, which can be
applied more efficiently to all components in a single lot.
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Chapter 5
Electrical Tests for Counterfeit Detection

The two previous chapters have discussed the defects or anomalies that appear in
counterfeit components and the physical tests that can be used to detect a subset
of these defects. Also highlighted were the limitations of physical tests including
their high test time and cost, destructive nature, and limitation to certain defects
and certain counterfeit types. Tests such as material analysis and scanning electron
or acoustic microscopy require extensive sample preparations, during the course of
which the component under test becomes ineligible for further use. Added to the
destructive nature, most physical tests are extremely time-consuming and above all,
they cannot be used to test the functionality of an IC. Since it is desirable to be able
to test as many components as possible, if not all, quick and efficient test methods
are required to ensure that ICs pass stringent acceptance tests and that they meet
functionality, quality, authenticity and reliability requirements.

This leads us to the concept of electrical tests which can be used to detect
counterfeit components in a largely nondestructive way. In contrast to physical tests,
electrical tests capture the functionality of a component which can be used to detect
more counterfeit defects and counterfeit types. In fact, the majority of the counterfeit
defects listed under electrical category (discussed in Chap. 3), which was undetected
by physical tests, can effectively be detected by electrical tests.

In this chapter, we shall focus on electrical tests. The taxonomy of electrical tests
was first introduced in [1–5]. However, here we have modified the taxonomy (see
Fig. 4.1) to align more closely with the current standards for counterfeit detection.
In the sections below, we begin by discussing the equipment used for electrical tests
followed by three tests most often recommended by the standards: curve tracing, key
electrical parameters testing, and burn-in testing. To conclude the chapter, we will
present the limitations and current challenges associated with these electrical tests.

© Springer International Publishing Switzerland 2015
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5.1 Test Equipment

The equipment used by electrical tests provide electrical signals to the component
under test and collect the response from the component. There are two types:
(i) bench equipment is used for more specialized and unique measurements for sim-
ple components while (ii) an automatic test equipment (ATE) [6] is used for more
complex and large components (FPGAs, ASICs, microprocessors, memories, etc.).

5.1.1 Bench Equipment

Bench equipment is generally used to measure electrical parameters of a component,
such as voltage, current, frequency, etc. These are stand-alone measurement devices
that can independently perform the measurement. Some of the bench equipment
includes ammeter, ohmmeter, voltmeter, waveform generator, oscilloscope, curve
tracer, network analyzer, spectrum analyzer, etc. Figure 5.1 shows a test setup,
developed at the CHASE Center of the University of Connecticut, for the detection
of counterfeit ICs (here, microcontrollers).

Fig. 5.1 A test setup to detect counterfeit ICs using bench equipment (CHASE Center, University
of Connecticut)
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Fig. 5.2 Verigy Ocelot ZFP ATE (CHASE Center, University of Connecticut). (a) Verigy Ocelot
ZFP, (b) load board

5.1.2 Automatic Test Equipment (ATE)

Automatic Test Equipment (ATE) is an instrument used to apply test patterns
to an integrated circuit. It analyzes the responses from the IC, and marks it
as passing if the responses match the authentic responses and failing if the responses
does not match the authentic responses stored in the ATE memory. The ATE is
controlled by a central UNIX work station or a Windows based personal computer.
A few typical ATE vendors are Teradyne, Agilent Technologies, Advantest, Metric,
Credence Systems Corporation, and National Instruments. Commercial automatic
test equipment can be roughly divided into several categories based on the types of
ICs they are used to test. For example, separate ATEs may be required in order to
test system-on-chips (SoCs), analog ICs, mixed signal ICs, and memories.

Figure 5.2 shows a typical ATE used for the test and detection of digital
counterfeit ICs. Figure 5.2b shows the loadboard used to hold the ICs. It provides an
interface between the ICs under test and the ATE. Different loadboards are required
to test different ICs having different pin counts and packages.

5.2 Curve Tracing

Curve tracing is gaining popularity in the detection of counterfeit components as
it tests ICs non-destructively and without requiring extensive details of the ICs
under test. It is not necessary to require a golden IC during authentication. In a
typical curve tracer, standard voltage or current curves can be generated for any
combination of pins of the ICs. These traces are formed by sweeping voltage V

over a specified range and plotting the current I . The traces follow the Ohm’s Law
of V D I � Z, where Z is the impedance between the pins of an IC.

Figure 5.3 shows a typical curve tracer by National Instruments. This system can
perform sweeps across different IC pins with a range of �20 to C20 V. A typical
curve tracer generally operates in two different modes:
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Fig. 5.3 A typical curve tracer by National Instruments

• Basic Curve Trace: The trace is formed from one pin to all other pins while the
IC remains unpowered. In this mode, gross defects related to package (MP10,
MP12, NP1, NP2, etc.), bond wire (MB1, MB2, MB3, etc.) and die (MD1,
MD2, MD4, etc.) can be detected (see Chap. 3) for a description of these
counterfeit defects). However, electrical, parametric and manufacturing defects
cannot be detected using this approach. This mode can quickly separate a set of
easy-to-detect counterfeit ICs, thus simplifying the test procedure and reducing
the test time and cost needed to test these ICs with physical tests.

• Power Curve Trace: In this mode, the IC is powered on while capturing its trace.
A trace is formed from a relationship of each pin to every other pin in the IC and
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a fingerprint is generated. This approach can detect some of the parametric and
manufacturing defects along with the defects detected by basic curve trace.

Figure 5.4 shows a typical curve trace. The trace is formed by applying voltage
on the pins of a high-performance, EEPROM-based programmable logic device
(EPM7096QC100-15). Figure 5.4a, b show the traces for the good pins and failed
pins respectively. Table 5.1 shows the voltage and current for a few of the pins from
the EPM7096QC100-15 programmable logic device. For a failed pin, the current is
much higher for a small input voltage (e.g., �0:605 mA for �0:094 V and 0.592 mA
for 0.086 V at pin number 13) which may possibly resulted from a resistive contact
between the failed pin and the ground.

A variety of defects in ICs can be detected from curve tracing by comparing the
curves with those from known genuine (i.e., golden) ICs. The defects generated from
the recycling process, e.g., package (MPs), bond wire (MBs), die related (MDs), and
few manufacturing defects can also be detected by curve tracing. Also, a fingerprint
of an IC can be generated by the traces of various combinations of pins and a
decision can be made as to whether an IC is counterfeit or not by comparing its
fingerprint to a genuine one.

5.3 Key Electrical Parameters Testing

Testing of the key parameters, along with functional testing for evaluating the
parameters, is the most effective way of verifying the functionality of a component.
These tests, which are usually conducted at room temperature (25 ıC) or even
higher temperatures, are generally used to test components on the manufacturing
floor of assemblies in order to increase confidence that the packaged ICs are free
from defects and anomalies. These tests can be useful in detecting counterfeit
components, especially those re-marked to a higher grade part.

A counterfeit component may fail under these tests if any defects and anomalies
are present within it. By checking the correct functionality of a component, a glut of
gross defects related to leads/balls/columns, bond wires, and die related defects can
easily be detected. However, these tests are perhaps the most expensive test methods
available for the detection of counterfeit components when performed on complex
devices. For the functional tests, a series of algorithms that exercise and test specific
elements of the design are needed which requires an expensive test setup and the
development of complex test programs.

If the chip has been used before (i.e., recycled counterfeit type), its DC and AC
parameters may shift from their specified value mentioned on the chip’s datasheet
(see parametric defects EP1–EP7 in Chap. 3). After observing test results from
these parametric tests, a decision can be made as to whether or not a component
is counterfeit. In DC parametric tests, the parametric measurement unit (PMU) of
an automatic test equipment forces the input/output voltage and current into a steady
state and then measures the electrical parameters using Ohm’s law. The operating
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Fig. 5.4 Curve trace for Altera CPLD EPM7096QC100-15 [Source: Integra Technologies].
(a) Curve trace pass for pins 90, and 91, (b) curve trace fail for pins 13, 28, 40, 45, 61, 76, 88,
and 97
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Table 5.1 An example curve test result [Source: Integra Technologies]

Pin No V Spot 1 (V) I Spot 1 (mA) V Spot 2 (V) I Spot 2 (mA) Result

13 �0:094 �0:605 0.086 0.592 Spot Fail

28 �0:094 �0:605 0.086 0.592 Spot Fail

40 �0:090 �0:605 0.081 0.592 Spot Fail

45 �0:094 �0:605 0.086 0.592 Spot Fail

61 �0:094 �0:605 0.086 0.592 Spot Fail

76 �0:094 �0:605 0.086 0.592 Spot Fail

88 �0:091 �0:605 0.083 0.592 Spot Fail

97 �0:094 �0:602 0.086 0.592 Spot Fail

90 �0:615 �0:605 2.350 0.592 Pass

91 �0:625 �0:605 2.410 0.592 Pass
:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

:
:
:

conditions are set carefully during measurement. The DC parametric tests can be
classified into the following categories: contact test, power consumption test, output
short current test, output drive current test, threshold test, etc. Detailed descriptions
of each test can be found in [7]. In AC parametric tests, the measurement of AC
parameters (terminal impedance, timing, etc.) is performed by using AC voltages
with a set of frequencies. AC parametric tests can be classified as follows: rise
and fall time tests, set-up, hold and release time tests, propagation delay tests, etc.
A different set of parametric tests can also be applied to memories, as in [8]. For
memory, DC parametric tests include voltage bump test, leakage tests, etc., and AC
parametric tests include set-up time sensitivity test, access time test, running time
test, etc.

At the last phase of key electrical parameters tests, the correct functionality of
a component is validated by the functional tests (see Table 5.2). Any defects that
impact the functionality (from some easy-to-spot defects such as missing or broken
bond wires, missing or wrong dies, etc., to more difficult-to-spot defects related to
process, material, and package) can be detected. For testing of memories, read/write
operations are performed to verify their functionality. MARCH tests [7, 8, 12] can
be applied for counterfeit detection. Since the functions of memories are simple
because of their regular structures, exhaustive functional testing is possible and is
normally used during manufacturing testing [7] as shown in Table 5.2.

These tests are entirely dependent on the device type as these parameters are very
different for different type of devices. For example, the parameters for SRAM will
be different than a discrete component, such as a diode or a transistor. A detailed
description of these tests can be found in DLA SMD 5962 standards. Table 5.2
shows the key parameters for some of the more popular devices. These parameters
need to be measured and verified with the component’s specification provided by the
OCM. If the device fails to perform within the range specified, it should be rejected.
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Table 5.2 Key electrical parameters

Device Key parameters Standard

Static Random
Access Memory
(SRAM)

1. Output HIGH/LOW Voltage .VOH=VOL/

2. Input/Output Leakage Current .ILK=IOLK/

3. VCC Operating Supply Current .ICC/

4. Input/Output Capacitance .CIN=COUT/

5. Data Retention Current .ICCDR/

6. Read/Write Timings
7. Chip Deselect to Data Retention Time

.tDCR/

8. Operation Recovery Time .tR/

9. Functional algorithms: To validate proper
functionality of SRAM cells (Select one or
more)

i. Checkerboard, checkerboard-bar
ii. March

iii. XY March
iv. CEDES—CE deselect checkerboard,

checkerboard-bar
v. Equivalent algorithms depending on

test labs capability

DLA SMD
5962-08219
[9]

Field Programmable
Gate Arrays (FPGA)

1. High level output voltages (VOH1; VOH2,
and VOH3)

2. Low level output voltages (VOL1; VOL2, and
VOL3)

3. High/Low level input voltage (VIH=VIL

4. High/Low level input current
(IIH;IHPD=IIL;ILPU

5. High level Tri-state output leakage current
.IOZH;OZHPD/

6. High level output current .IOZL;OZLPU/

7. Standby supply current .ICCSB/

8. Input Capacitance (CIN

9. Timings
10. Functional tests: To test the proper

functionality using a serial scan test method.

DLA SMD
5962-03250
[10]

Microprocessors 1. Input voltage low .VILS; VILC/

2. Input voltage high .VIHS; VIHC; VIHR/

3. Output voltage low .VOL; VOLS; VOLD/

4. Output voltage high .VOH; VOHS/

5. Input current low .IIL; IILT/

6. Input current high .IIH/

7. Three-state output current high .IOZH/

8. Three-state output current low .IOZL; IOZLD/

9. Static/Dynamic VDD supply current
.IDD; IDDOP/

10. Input capacitance .CIC; CI/

11. Output capacitance .CO/

12. Data bus capacitance .CIO/

13. Timings
14. Functional tests

DLA SMD
5962-89519
[11]
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5.4 Burn-in Testing

The reliability of a device is mainly ensured by burn-in tests [13]. In burn-in tests,
the device is operated at stressed conditions to accentuate infant mortality and other
unexpected failures. Such failures are often due to the latent defects, which do not
necessarily expose themselves and may be skipped during manufacturing tests. Due
to the electrical and thermal stresses during the usage in the field, these defects
eventually expose themselves and, consequently, the devices shall fail to produce
the correct functionality. During burn-in tests, the devices are operated at elevated
levels of electrical (higher supply voltage) and thermal (higher temperature) stresses
which accelerates the device’s degradation. As a result, months to years of life time
of the device are consumed in hours, allowing one to detect the presence of latent
defects. Thus, by performing such tests, one can assure the reliability of a device
over time as well as harsh conditions.

Burn-in test methods are described in method 1,015, MIL-STD-883 [14] for
integrated circuits and methods 1,038–1,042, MIL-STD-750 [15] for other discrete
components. The amount of time and the thermal conditions require to perform
accelerated aging on integrated circuits are shown in Table 5.3 for the microcircuits
[14]. Here, TA represents the ambient temperature. The ambient temperature shall
be 125 ıC for the conditions A through E (see these test conditions in Sect. 3.1
of MIL-STD-883). The test temperatures may be increased or decreased according
to Table 5.3. There are different test time requirements for class level B, S, and
K components as illustrated in Table 5.3. The test times and temperatures are not
necessarily fixed. The test labs that are certified and qualified to perform these
tests under MIL-PRF-38535 may modify the conditions described in this table as
appropriate.

The implementation of burn-in tests are very important while developing a test
plan for the detection of counterfeit components as it can easily weed out the
commercial grade components that have been falsely marked as military grade or
space grade. It can also remove defective components or those components that were
not designed to perform under stressed conditions.

5.5 Limitations and Challenges

While electrical tests have the potential to be a more efficient means of counterfeit
detection than physical inspection tests, there are still many challenges associated
with them. Some of the challenges overlap with those of physical tests (discussed in
Chap. 4), but there are also some unique ones as well. The limitations and challenges
for electrical tests are summarized as follows:

• Process Variations: Process variation denotes the variations in a component’s
parameters (e.g., length, widths, and oxide thickness of transistors) that arise
from random variations occurring during fabrication. These parameters create
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differences in the component’s performance from the nominal (designed) per-
formance. With rapid semiconductor scaling, the electrical parameters (see
Table 5.2) of modern ICs may vary significantly. Thus, it is becoming more
difficult to determine whether the variations in the parameters of a component are
due to the counterfeiting (e.g., recycled, remarked, cloned, etc. counterfeit types)
or unavoidable process variations. One can perform a statistical analysis based
on the data observed from the parametric tests to determine the confidence level
that a part is counterfeit with or without authentic or golden ICs. The efficiency
of such analysis must be proven on a large number of golden and counterfeit ICs.

• Test Time and Cost: Burn-in tests are useful in detecting infant mortality failures
of components as we described above. However, because of excessive test time
(tens of hours), requirement of a high-speed tester in order to apply functional test
patterns to complex chips, etc. electrical tests can also be extremely expensive.
Thus, electrical tests of complex components might only attractive for critical
and high-risk applications. Finally, as discussed above, ATEs require highly
specialized algorithms and test programs. The sheer number of component types
(digital ICs, analog ICs, mixed ICs, discrete components, etc.) also makes it
challenging, if not impossible, to create an all-in-one setup and/or programs to
detect each type.

• Lack of Part Specifications: In many instances, one cannot get a hold of the
complete set of test vectors to test an obsolete part as the original component
manufacturer (OCM) may no longer exist or the information needed may no
longer be available in archived records at the OCM. Test program generation
for obsolete and active parts without this knowledge is extremely difficult, if not
impossible.

• Counterfeit Types: Not all counterfeit types are adequately covered by electrical
tests. For example, overproduced, cloned, and tampered ICs will avoid detection
as long as their electrical parameters and performance remain within the compo-
nent specification.

Preliminary work on overcoming many of the above challenges is contained
in latter chapters of this book. These include assessment and optimization of
tests (Chap. 6), advanced electrical tests (Chap. 8), and design-for-anti-counterfeit
(Chaps. 9–12).

5.6 Summary

In this chapter, we have discussed all the popular electrical tests currently rec-
ommended by various standards. The main advantage of electrical tests is their
nondestructive nature. That being said, they have many limitations. First, they
are completely dependent on the part type and require different test setups for
different components. This makes the electrical tests extremely expensive as one
must incur the non-recurring expenses (NRE) due to the variety of test equipment
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and test fixtures needed. As a result, electrical tests are often performed as one
of the last steps of the detection process (when the volume of components under
authentication is already small). Second, they often require direct comparison to
the OCM spec sheet which is not always available. Finally, process variation can
mask the parameter variations seen within all counterfeit components (recycled,
remarked, out-of-spec/defective, overproduced, cloned, tampered).

The challenges and limitations presented in this chapter along with those from
Chap. 4 strongly suggest that there is a need to quantify all tests in terms of
time, cost, coverage of defects, and coverage of counterfeit types. Quantitative
metrics could be used to select the “best” combination of physical and electrical
tests in order to keep test time and cost low while also providing adequate coverage
of all counterfeit defects and types. The first assessment framework for counterfeit
detection along these lines shall be discussed in the next chapter.
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Chapter 6
Counterfeit Test Coverage: An Assessment
of Current Counterfeit Detection Methods

The detection of counterfeit integrated circuits has become a major challenge largely
due to the deficiencies in today’s testing mechanisms [1–4]. The detection of
such components is still in its infancy, and there are major challenges that must
be overcome in order for effective counterfeit detection methods to be deployed.
Counterfeiting is an evolving problem with counterfeiters acquiring increasing
amounts of experience with each passing day. Hence, it is imperative that we make
every effort to stay ahead of them in order to prevent the widespread infiltration
of counterfeit parts into our critical infrastructures. By detecting counterfeit parts
efficiently, we can also enhance the public’s confidence in the security of systems
that surround them. In order to achieve this goal, we must be able to continuously
monitor counterfeiting activity and assess counterfeit detection methods in order to
evaluate their effectiveness in detecting counterfeit components. We also need to
develop a common platform to evaluate the efficacy of a set of test methods.

In this chapter, we will discuss the metrics for evaluating counterfeit test
methods:

i. Counterfeit Defect Coverage (CDC) represents the confidence of detecting
defects by a set of test methods.

ii. Counterfeit Type Coverage (CTC) represents the confidence of detecting
specific counterfeit types by a set of test methods.

iii. Under-Covered Defects (UCDs) represents the defects that are partially
detected by a given set of tests.

iv. Not-Covered Defects (NCDs) represents the defects that are not detected by a
given set of tests.

We will also present a comprehensive framework for (i) assessing a set of test
methods to evaluate their effectiveness based on these newly developed metrics. We
call this as “static assessment”; (ii) selecting a set of test methods to maximize the
test coverage considering test cost and time budget; and (iii) deciding on the best
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set of test methods for achieving maximum test coverage. We call the combination
of (ii) and (iii) as “dynamic assessment”. These metrics and the assessment of test
methods were initially introduced in [5, 6].

6.1 Disparity in Capabilities and Expertise
Among Test Labs

Assessing the capabilities of different test labs is indeed an important requirement.
Honeywell performed round robin testing in 2012 and 2013 to certify test labs
and evaluate their capabilities [7, 8]. In 2012, they gave five samples of one
counterfeit part (National Semiconductor DAC1230LCJ) and one authentic part
(Tundra CA91L860B-50CE) to 12 test labs (A to M in Table 6.1). The labs
were encouraged to process the parts as per their standard flow with no special
processing. Columns 2 and 3 in Table 6.1 show the results of identifying those
components as counterfeit or authentic. The � and

p
marks represent the incorrect

and correct identification of a part by a test lab whereas NA denotes that a test
lab did not participate in this evaluation. Test Labs A and K failed to identify
the authentic component, whereas Test Lab E missed the counterfeit component.
In 2013, Honeywell performed this assessment again with six test labs providing
five samples of two counterfeit parts (Intel TB28F400B5T80 flash memory, and

Table 6.1 Test lab comparison

Test lab

National
semiconductor
DAC1230LCJ
(Counterfeit,
2012)

Tundra
CA91L860B-50CE
(Authentic, 2012)

Intel
TB28F400B5T80
(Counterfeit,
2013)

TDK
C5750Y5V1H226Z
(Counterfeit,
2013)

A
p � p p

B
p p

NA NA

C
p p p p

D
p p p p

E � p
NA NA

F
p p

NA NA

G No conclusion
stated

No conclusion
stated

NA NA

H
p p

NA NA

I
p p

NA NA

J
p p p p

K
p � NA NA

L NA NA
p p

M
p p p p
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TDK C5750Y5V1H226Z capacitance). All the test labs correctly identified these
counterfeit parts. However, they missed several significant potential indicators of
counterfeiting.

The following were the conclusions drawn from the above test lab comparison
[7]: (i) the test labs showed improved performance in identifying counterfeit parts
as they gained greater experience and exposure to different counterfeit parts, and
(ii) these labs were able to accurately detect some easy-to-detect counterfeit defects
related to blacktopping, dimension and color variations, and solder issues, but they
had more difficulty with hard-to-detect defects related to lead finish, dimple depth,
improper materials, and electrical parameters. For some labs, defect identification
was as low as 32 %. Thus, there is a need to assess test labs’ capability in terms of
quantitative measures, which will finally lead to the development of test metrics.

6.2 Terminologies

The purpose of assessing test methods is to establish the effectiveness of the testing
currently being performed to detect counterfeit components. To make it easy for
the reader to understand the assessment process, we will first describe several key
elements (tier level, target confidence, confidence level matrix, defect frequency,
decision index, and defects mapping matrix) below. All these elements will also
represent inputs to our proposed assessment framework in later sections.

6.2.1 Tier Level

Tier level (TL) was introduced in AS6171 [9] as a means of assessing the risk
associated with the use of a part while also determining the recommended level
of testing that should be performed. While assessing risk, three main factors was
taken into consideration: (i) the final product in which a part shall be used, (ii)
the functionality of a part within a product, and (iii) quality attributes associated
with the supplier that sells or distributes parts to various entities in the electronics
supply chain. Thus, TL is calculated from product risk (RP ), component risk
(RC ), and supplier risk (RS ). The risk associated with a component’s application
is characterized by both RP and RC . The probability of receiving a counterfeit
component from a supplier is addressed by RS . Column 3 of Table 6.2 shows the
risk scores for different tier levels. The detailed calculation of calculating the scores
can be found in the risk assessment section of AS6171 [9]. Depending on this risk
category, a different set of test methods are recommended for different tier levels in
AS6171 [9]. It is extremely important for user/requester to know the tier level they
belong, before implementing a test plan for the screening of counterfeit parts.
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Table 6.2 Risk scores for different tier levels [9]

Tier levels (TL) Risk category Score range Target confidence (T C )

4 Critical > 170 0.95

3 High 151–170 0.8

2 Moderate 111–150 0.65

1 Low 71–110 0.5

0 Very low 0–70 0.35

6.2.2 Target Confidence

The target confidence (T C ) for each defect is the level of confidence achieved after
performing a set of tests. The value of T C for each tier level is shown in Column
4 of Table 6.2. T C increases from very low to critical tier applications. We need
to have higher levels of test confidence for each defect in order for higher tier
levels to increase the overall level of test confidence. Based on this confidence, we
will develop under-covered defects (Sect. 6.3.4) and guide dynamic test assessment
(Sect. 6.4.2).

6.2.3 Test Methods

The tests methods under assessment are outlined in Chaps. 4 and 5 (see Fig. 4.1).
Each test method has an associated “cost” and “time”, defined as the cost and time
involved in testing one batch of components. For method i , we shall denote the cost
and time by Ci and Ti respectively.

6.2.4 Counterfeit Defects

Counterfeit defects are defined as the defects and anomalies seen in electronic
components. These defects were thoroughly described in Chap. 3 (see Fig. 3.1). Test
methods are assessed based on their ability to detect one or more defects, and test
confidence increases as the number of detected defects increases. In our notation,
Dj denotes the j th defect from the defects taxonomy.

6.2.5 Confidence Level Matrix

The confidence level matrix (CL) represents the capability of test methods to detect
counterfeit defects. When a test is performed, it detects some of the counterfeit
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defects. However, it does not necessarily follow that the same test will detect
the same defects in different counterfeit components. Generally a confidence
(or probability of detection) is involved in this detection process. In this CL matrix,
each entry represents a certain level of confidence for detecting a defect by a given
test method.

CL D Œxij �, where xij is the probability of detecting a defect j by a method i .
Here, the rows and columns of CL are denoted as the methods and the defects,
respectively.

If two or more methods detect the same defect, then the resultant confidence level
(xRj ) will be increased and is given by the following equation,

xRj D 1 �
msY

iD1

�
1 � xij

�
for defect j (6.1)

where ms represents the number of tests in the recommended test set.

6.2.6 Defect Frequency

Defect frequency (DF ) is defined as how frequently the defect is visible in
a counterfeit component. This is one of the key parameters for evaluating test
coverage, as the detection of high frequency defects has more of an impact than
the detection of low frequency defects.

6.2.7 Decision Index

The decision index (DI ) is defined as the probability that a counterfeit type contains
one or more known counterfeit defects. It can also be interpreted as the probability
of identifying a component belonging to a counterfeit type after targeting all defects.
It is not necessarily true that every occurrence of a counterfeit type will contain a one
or more defects. For example, DI may approach zero for certain counterfeit types—
such as overproduced and cloned counterfeit types—due to the rare occurrence of
defects in these types. Table 6.3 shows the DI values for different counterfeit types.

6.2.8 Defect Mapping Matrix

The defect mapping (DM ) matrix represents the presence of a defect in a counterfeit
type. It is not necessary for a defect to be visible in all the counterfeit types
simultaneously. For example, the defect Invalid Lot/Date/Country Code may not
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Table 6.3 Decision index for
each counterfeit type

Counterfeit type Decision index

Recycled 0.98

Remarked 0.90

Overproduced 0.03

Out-of-spec/defective 0.98

Cloned 0.10

Forged documentation 0.70

Tampered 0.98

Table 6.4 Terminologies used in our proposed method selection algorithm

Terminology Notation

Test methods M D ŒM1 M2 : : : Mm�, where m is the number of test
methods

Test cost C D ŒC1 C2 : : : Cm�

Test time T D ŒT1 T2 : : : Tm�

Counterfeit defects D D ŒD1 D2 : : : Dn�, where n is the number of defects

Tier level TL D ŒL1 L2 : : : L5�,

L1: Critical, L2: High, L3: Moderate, L4: Low, L5: Very
low

Target confidence T C D ŒT C1 T C2 : : : T C5�,

T C1: Critical, T C2: High, T C3: Moderate, T C4: Low,
T C5: Very low

Confidence level matrix

CL D Œxij � D

2

66664

x11 x12 : : : x1n

x21 x22 : : : x2n

:
:
:

:
:
:

:
:
:

:
:
:

xm1 xm2 : : : xmn

3

77775

where, xij D P r (Detecting a defect j by a method i ).
Here, the rows and columns of CL are denoted as the
methods and the defects

Defect frequency DF D ŒDF1 DF2 : : : DFn�

Decision index DI D ŒDI1 DI2 : : : DI7�

Defect mapping matrix

DM D Œwij � D

2

66664

w11 w12 : : : w17

w21 w22 : : : w27

:
:
:

:
:
:

:
:
:

:
:
:

wn1 wn2 : : : wn7

3

77775

where, wij 2 f0; 1g D{Not Present, Present}, and
rows and columns represent defects and counterfeit types
respectively

be present in overproduced or cloned types. Here, each entry of DM equals 1 if the
defect may be present for a counterfeit type and 0 if the defect is never present.

In summary, Table 6.4 shows all the notation described above that will be used
in the assessment framework.
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6.2.9 Challenges Associated with Input Acquisition

The detection of counterfeit parts is still in its infancy and the data for most of the
key elements discussed above does not exist anywhere today. In addition, based
on the evolution of counterfeiters and counterfeiting practices, much of this data
is dynamic. For example, the appearance of different counterfeit types, the defect
frequencies, etc. will change over time. The number of test methods may also
increase over in the future as well as their detection capabilities. In Chap. 7, we
propose some methods that could lead to automation in collecting this data. In
the near future, some of this data may also become available as the two reporting
agencies ERAI [10] and GIDEP [11] are capturing the incidence of counterfeit parts
worldwide. It is important to mention that the entire assessment framework (metrics
and algorithms) we describe below is flexible enough to handle any changes to the
input data and/or its source.

6.3 Test Metrics

To evaluate the effectiveness of these test methods, it is of the utmost importance to
develop test metrics that represent coverage for detecting counterfeit defects. These
metrics are described in detail below.

6.3.1 Counterfeit Defect Coverage (CDC)

Counterfeit defect coverage (CDC ) is defined as the ratio of all probable detectable
defects by a set of (single) test methods (method) to the total number of known
counterfeit defects. It provides a cumulative confidence of identifying a component
as counterfeit by a sequence of test methods. Intuitively, CDC can be described as
follows:

CDC D Probable Detectable Defects

Total Defects
� 100 % (6.2)

A level of confidence is involved when a test method detects a counterfeit defect,
and this is captured in the CL matrix. When a defect is detected by multiple test
methods, the confidence of identifying it increases. The maximum value of this
confidence is bounded by “1”, which signifies this particular defect will surely
be detected by these test methods. Now the total confidence of finding a part
as counterfeit, CDC , becomes the ratio of the cumulative sum of the resultant
confidence of all the defects to the total number of defects. Thus, in our notation, it
can be expressed as:

CDC D
Pn

jD1.xRj /

n
� 100 % (6.3)

where xRj denotes the resultant confidence for defect j and n denotes total number
of defects.
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Equation (6.3) (shown above) treats all the defects as equally likely in the
component supply chain. However, some defects are more frequent than others, and
we need to incorporate defect frequency in the calculation of CDC . Therefore, the
modified equation of CDC becomes,

CDC D
Pn

jD1.xRj � DFj /
Pn

jD1 DFj

� 100 % (6.4)

where DFj represents the defect frequency for defect j .

6.3.2 Counterfeit Type Coverage (CTC)

Defects are not equally visible in all counterfeit types. Some defects may be present
in some particular counterfeit types, but, not in other types, which is captured in
defects mapping (DM ) matrix, and for some counterfeit types, the probability of
finding any defects is extremely small, which is captured in decision index (DI ).
For example, overproduced parts may be as good as new authentic parts and be free
from any counterfeit defects. As such, the detection of defects does not necessarily
provide the correct test coverage, CDC , which was introduced in Sect. 6.3.1. We
will now introduce, counterfeit type coverage (C T C ) to represent the test coverage
for individual counterfeit types by a set of test methods.

C T C is a measure to detect a counterfeit type (recycled, remarked, etc. as
described in Chap. 2, Sect. 2.2) given the test methods performed. C T C can be
expressed as:

C T C D DI � Probable Detectable Defects for a Counterfeit Type

Total Defects for a Counterfeit Type
� 100 %

(6.5)
where, DI represents the decision index.

C T C can also be described as the total confidence of finding a part that belongs
to a particular counterfeit type. Taking C T C for a counterfeit type k becomes the
ratio of the cumulative sum of the resultant confidence of all the defects detected by
the test methods to the total number of defects belonging to that counterfeit type:

CTCk D DIk �
Pn

jD1.xRj � wjk/
Pn

jD1.wjk/
� 100 % (6.6)

where,

C T Ck : CTC for counterfeit type k;
DIk : DI for counterfeit type k;
xRj : Resultant confidence for defect j ;
wjk : The presence of defect j in counterfeit type k ( 2 f0; 1g).
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Equation (6.6) (shown above) treats all the defects as equally likely in the
component supply chain. However, some defects are more frequent than others, so
we need to incorporate defect frequency in the calculation of C T C . The modified
equation of C T C becomes

CTCk D DIk �
Pn

jD1.xRj � DFj � wjk/
Pn

jD1.DFj � wjk/
� 100 % (6.7)

where, DFj : Defect frequency of defect j .

6.3.3 Not-Covered Defects (NCDs)

A set of test methods will not necessarily detect a particular counterfeit defect.
A defect is called as a not-covered defect (NCD) when a set of test methods cannot
detect it. A counterfeit defect j will be a NCD if

xRj D 0 (6.8)

where xRj is the resultant confidence for defect j and is given by Eq. (6.1).

6.3.4 Under-Covered Defects (UCDs)

A defect is called an under-covered defect (UCD) when a set of test methods
cannot provide a desired confidence level. Defects belong to this category when
the resultant confidence level for detecting a defect is less than the target defect
confidence level. A defect j will be a UCD if

xRj < T C (6.9)

where xRj is the resultant confidence for defect j and is given by Eq. (6.1), and T C

is the target confidence for each defect.

6.4 Assessment Framework

Different sequences of test methods have been developed by organizations for the
detection of counterfeit parts. The assessment framework evaluates the effectiveness
of a sequence of test methods used to screen for counterfeit parts. This framework
works in two different modes. In the static assessment, it performs the assessment
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of a sequence of tests under evaluation. The output of this mode produces the
test metrics (CDC , C T C , NCD, and UCD). In the dynamic assessment, the
framework receives all the current available test methods as input and recommends
(i) the best set of tests and (ii) an optimum set of tests that provides maximum
coverage within a certain test time and cost budget. Then the assessment is done on
the basis of the same test metrics.

6.4.1 Static Assessment

As it is necessary to evaluate the capability of the test labs, the static assessment
provides the test labs with an evaluation of the effectiveness of a specified test
plan consisting of a sequence of tests. The term “static” suggests that, in this kind
of assessment, the test methods put into this framework do not change, and the
assessment is performed on this whole set of test methods.

6.4.1.1 Assessment of Test Methods

Algorithm 1 shows the flow of this assessment framework. The user specified test
methods are provided to this framework as inputs. It selects the target confidence
from the user specified risk category (tier level breakpoints). It then reads the
confidence level matrix (CL), decision index (DI ), and defects mapping matrix
(DM ) from a secured database. The function CALCULATE() in line 3, calculates
the resultant confidence level for all the defects. The CALCULATE() functions in
lines 5–8, calculate CDC , C T C , NCDs and UCDs.

Algorithm 1 Static Assessment
1: Inputs: User specified test methods (M S ), confidence level matrix (CL), decision index (DI ),

and defects mapping matrix (DM )
2: for (all defect index j from 0 to n in D) do
3: Calculate xRj , xRj  CALCULATE (X , M S )
4: end for
5: Calculate counterfeit defect coverage, CDC  CALCULATE (xR, DF )
6: Calculate counterfeit type coverage, C T C  CALCULATE (xR, DF , DI , DM )
7: Calculate not-covered defects, NCDs CALCULATE (xR)
8: Calculate under-covered defects, UCDs CALCULATE (xR, T C )
9: Report CDC , C T C , NCDs and UCDs
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6.4.1.2 Example

In this section, we will discuss a short example with synthetic data. Let us assume
that we want to assess five test methods for critical tier level (tier 4, described in
Table 6.2). We also assume that there are five test methods ({M1, M2, M3, M4,
M5}) present for counterfeit detection and five counterfeit defects ({D1, D2, D3,
D4, D5}) present in the counterfeit parts with a given confidence level (CL) matrix
and defect frequency vector of

CL D

2

66664

D1 D2 D3 D4 D5

M1 0:9 0:5 0:0 0:0 0:0

M2 0:0 0:0 0:9 0:0 0:5

M3 0:0 0:9 0:0 0:0 0:0

M4 0:9 0:0 0:0 0:0 0:0

M5 0:0 0:0 0:9 0:0 0:0

3

77775
, and DF D

2

66664

D1 1

D2 1

D3 1

D4 1

D5 1

3

77775

This matrix can be interpreted as follows: Each row represents a test method
(e.g., the first row represents the test method M1, the second row represents the
test method M2, and so on). Each column represents a defect (e.g., the first column
represents defect 1, the second column represents defect 2, and so on). Each entry
denotes the confidence of detecting a defect using a test method. This means that
test M1 has a 0.9 probability of detecting defect D1, a 0.5 probability of detecting
defect D2, and a 0 probability of detecting defects D3, D4, and D5.

We also assume that there are three counterfeit types ({x,y,z}) with defect
mapping (DM ) matrix and decision index (DI ) vectors of

DM D

2

66664

x y z

D1 1 0 1

D2 0 0 1

D3 1 1 0

D4 1 1 0

D5 1 1 1

3

77775
, and DI D

2

4
x 0:9

y 0:5

z 0:1

3

5

Table 6.5 summarizes the assessment process. The CDC is 68.8 %, whereas the
C T C for counterfeits x, y, and z is 55.8, 24.8, and 8.1 %, respectively. The lower
value of C T C for counterfeits y and z points to the fact that the defects related to
those counterfeit types are not visible as we can see from the DI vector that the
probability of finding any counterfeit defect is 0.5 and 0.1, respectively.

6.4.1.3 Results

The University of Connecticut’s CHASE Center has implemented this framework to
assess the effectiveness of the test methods being recommended by different test labs
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Table 6.5 Sample example for the static assessment

Step Name Description

Line 1 Read inputs Read M S , TL, CL, DI , and DM

Line 2–4 Compute
resultant
confidence
(xR) using
Eq. (6.1)

xRD1 D 1 � f.1 � 0:9/.1 � 0/.1 � 0/.1 � 0:9/.1 � 0/g D 0:99

xRD2 D 1 � f.1 � 0:5/.1 � 0/.1 � 0:9/.1 � 0/.1 � 0/g D 0:95

xRD3 D 1 � f.1 � 0/.1 � 0:9/.1 � 0/.1 � 0/.1 � 0:9/g D 0:99

xRD4 D 1�f.1�0/.1�0/.1�0/.1�0/.1�0/g D 0:00 xRD5 D
1� f.1� 0/.1� 0:5/.1� 0/.1� 0/.1� 0/g D 0:50

Line 5 Compute
CDC using
Eq. (6.4)

CDC D 100 � 1�0:99C1�0:95C1�0:99C1�0:00C1�0:50
1C1C1C1C1C1

% D 68:6 %

Line 6 Compute
C T C using
Eq. (6.7)

C T Cx D 0:9 � 1�0:99C0�0:95C1�0:99C1�0:00C1�0:5
1C0C1C1C1

� 100 % D
55:8 %
C T Cy D 0:5 � 0�0:99C0�0:95C1�0:99C1�0:00C1�0:5

0C0C1C1C1
� 100 % D

24:8 %
C T Cz D 0:5� 1�0:99C1�0:95C0�0:99C0�0:00C1�0:5

1C1C0C0C1
�100 % D 8:1 %

Line 7 Compute
NCDs

using
Eq. (6.8)

NCD: Defect D4 as xRd D 0

Line 8 Compute
UCDs

using
Eq. (6.9)

UCD: Defect D5 as xRe < T C .0:50 < 0:95/)

and standards. In this section, we are going to present a sequence of test methods
for low risk category to test microcircuits, recommended by SMEs.

As discussed in Sect. 6.2.9, most of the data required by the assessment frame-
work does not exist. In order to evaluate the proposed approaches, we have compiled
information from the subject matter experts (SMEs) and test labs participating in
the G-19A group [12]. This information includes confidence matrix (CL), decision
index (DI ), defect frequency (DF ), etc. We shall not show this data here as this
information could cause harm in the hands of counterfeiters. Since the test time and
cost vary across different test labs, we use the average over all test labs as input to
our framework.

Table 6.6 shows the assessment of the test methods for the low risk category.
Column 3 represents the CDC . General EVI alone contributes a coverage of 35.4 %.
General EVI and detailed EVI contribute a combined coverage of 47.6 %. The
combined coverage of the total 11 test methods gives a final CDC of 82.1 %. This
signifies the fact that we are 82.1 % confident of finding a part as counterfeit after
performing these test methods. There are three defects that cannot be detected by
these tests and become NCDs. Except for the NCDs, all the defects are covered as
the resultant confidence levels for these test methods become larger than the target
confidence. Thus, there are no UCDs.

Table 6.7 shows the C T C s for all the counterfeit types. As we explained before,
detecting defects can help us identify a component as counterfeit. However, this
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Table 6.6 Assessment of test methods for low risk category (CDC,
NCDs, and UCDs)

# Test methods CDC (%) NDCs UCDs

1 General EVI 35.4

2 Detailed EVI 47.6

3 Testing for remarking (EVI) 48.1

4 Testing for resurfacing (EVI) 48.3

5 Lead finish analysis (XRF) 48.5

6 Lead finish thickness (XRF) 48.5

7 Material composition (XRF) 51.4

8 Internal inspection 65.4

9 Radiological inspection 71.5

10 Acoustic microscopy 71.6

11 DC test at ambient temperature 82.1

Test plan for low risk category 82.1 3 0

Table 6.7 Assessment of test
methods for low risk category
(CTC)

# Counterfeit type CTC

1 Recycled 82:8

2 Remarked 84:5

3 Overproduced 1:6

4 Out-of-spec./defective 53:3

5 Cloned 6:3

6 Forged documentation 68:9

7 Tampered NA

cannot provide the necessary confidence that the counterfeit component belongs to
a particular type. C T C gives what is desired for finding a counterfeit type. The
C T C s for recycled and remarked types are close to CDC , as the probability of
finding any counterfeit defects is close to 1 (i.e., 0.98 and 0.9 for recycled and
remarked types indicated in the DI vector in Table 6.3). However, in overproduced
and cloned types, the C T C s are quite small and are 1.6, and 6.3 %, respectively.
The probability of finding counterfeit defects in these counterfeit types is extremely
small. This signifies that we need a different set of measures (design-for-anti-
counterfeit, DFAC) to detect these counterfeit types. We will introduce different
DFAC measures in Chaps. 9, 11, 12, and 10. We have not assessed tampered types,
as they provide a different set of challenges for understanding their defects and
anomalies. We use the term “not applicable” (NA) in the C T C field for tampered
types in Table 6.7.



122 6 Counterfeit Test Coverage: An Assessment of Current Counterfeit Detection. . .

6.4.2 Dynamic Assessment

We need to identify a set of test methods targeting critical risk applications in order
to maximize the test confidence (i.e., our ability to detect counterfeit parts). For
critical applications (aerospace, military, transportation, etc.), there should be as
little margin for error as possible. At the same time, when the risk category level is
low, the user does not need to engage in exhaustive testing. In this case, test time
and cost are more important, and we need to find the best set of tests that can give
the maximum coverage under these test time and cost constraints. In the following,
we will first present the method selection technique and then we will assess those
selected test methods.

6.4.2.1 Selection of Test Methods

The objective of the method selection algorithm is to find an optimum set of methods
to maximize counterfeit defect coverage while also allowing for a consideration
of the test time, cost, and risk category constraints for certain applications.
A counterfeit defect can be detected by multiple methods with different levels of
confidence. Thus, the problem becomes that of selecting the most suitable methods
for achieving the highest CDC possible given the presence of practical constraints.

The problem can be formulated as follows:
Select a set of methods M S � M to Maximize CDC
Subjected to:
xRj � T C; 8 j 2 f1 W ng for critical applications

or8
<

:

xRj � T C; 8 j 2 f1 W ng
M1C1 C M2C2 C : : : C MmCm � Cuser for non-critical applications
M1T1 C M2T2 C : : : C MmTm � Tuser

where,

xRj : Resultant confidence for defect j ;
T C : Target confidence;
Mi : Test method i , Mi 2 f0; 1g D fNot Selected, Selected};
Ci : Test cost for test method i ;
Ti : Test time for test method i ;
m: Number of test methods;
n: Number of defects;
Cuser : User specified total test cost;
Tuser : User specified total test time;

Algorithm 2 describes the selection of the test methods. It starts by initializing the
recommended test set to null. It then gets the defect frequency (DF ) and the target
confidence level (T C ) for each defect. Next, it prioritizes the defects by sorting
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them according to DF , as we want to capture high-frequency defects first to achieve
a higher CDC .

Algorithm 2 Selection of Test Methods
1: Initialize selected methods, M S  f�g.
2: Specify cost limit set by the user cuser except for critical risk applications
3: Specify test time limit set by the user tuser except for critical risk applications
4: Specify risk category, T C  user specified tier level.
5: Get confidence level matrix (CL).
6: Get defect frequency (DF ).
7: Sort defects according to defect frequency, D SORT (DF )
8: if (TL == critical) then
9: for (all defect index j from 0 to n in D) do

10: Sort methods according to xij , M 0  SORT (M , CL)
11: Calculate xRj , xRj  CALCULATE (CL, M 0)
12: for (all method index i from 0 to m in M 0)) do
13: SELECTMETHODS (CL, M 0, xRj , T C )
14: end for
15: end for
16: else
17: for (all defect index j from 0 to n in D) do
18: Sort methods according to test time and cost, M 0  SORT (M , T , C )
19: Calculate xRj , xRj  CALCULATE (CL, M 0)
20: for (all method index i from 0 to m in M 0)) do
21: SELECTMETHODS (CL, M 0, xRj , T C , tuser , cuser )
22: end for
23: end for
24: end if

For critical risk applications, our primary objective is to obtain the maximum
CDC regardless of test cost and time. On the other hand, for low and very low
risk applications, test time and cost are more important than getting the maximum
CDC . For medium- and high-risk applications, we can get a higher confidence level
by setting a higher test time and cost limit. For critical applications, the SORT()
function (line 10) takes M and CL as arguments and sorts them according to xij and
discards the method i when xij D 0. Equation (6.1) has been implemented by the
CALCULATE() function (line 11). The SELECTMETHODS() function (line 13)
takes xRj and T C as arguments and selects methods until the condition, xRj � T C ,
is met. If this condition is not met after iterating all the methods, then the defects
belong to the UCDs. If xRj D 0, then the defects become NCDs.

For other applications, the SORT() function (line 18) takes M , T , and C as
arguments and sorts according to linear combinations of ti and ci (0.5ti +0.5ci )
and discards the method i when xij D 0. The resultant confidence level has been
calculated by the CALCULATE() function (line 19) through the implementation of
Eq. (6.1). The SELECTMETHODS() function (line 21) takes xRj , T C , tuser , and
cuser as arguments and selects the methods that require the minimum test time and
cost to achieve xRj � T C . If this condition is not met after iterating all the methods
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(as was the case for the critical applications, as well), then the defects belong to the
UCDs and, if xRj D 0, then the defects become NCDs.

6.4.2.2 Assessment of Test Methods

After the selection of the test methods, the assessment is done on those methods. It
invokes Algorithm 1 with DI , DM , and selected methods by Algorithm 2 as inputs
to compute CDC , C T C , NCDs, and UCDs.

6.4.2.3 Example

Let us now start with a simple example to explain the dynamic assessment. All
the data used for this example are the same as the data used in Example 6.4.1.2.

Table 6.8 Sample example for the dynamic assessment

Step Name Description

Se
le

ct
io

n
(A

lg
or

ith
m

2)

Line 4–6 Read inputs Read TL, CL, and DF

Line 7 Sort DF No sort needed as all the defects are treated equally
Line 17–23 Select

methods
Defect D1: Select method M1
Defect D2: Method M1 already selected and xRD2 D T C ,
No extra methods are necessary

Defect D3: Select M2

Defect D4: No test methods can detect D4

Defect D5: Method M2 already selected and xRD5 D T C ,
No extra methods are necessary

Selected methods are M1 and M2

A
ss

es
sm

en
t(

A
lg

or
ith

m
1)

Read inputs Read DI , and DM

Line 2–4 Compute
resultant
confidence
(xR) using
Eq. (6.1)

xRD1 D 1� f.1� 0:9/.1� 0/g D 0:9

xRD2 D 1� f.1� 0:5/.1� 0/g D 0:5

xRD3 D 1� f.1� 0/.1� 0:9/g D 0:9

xRD4 D 1� f.1� 0/.1� 0/g D 0:0

xRD5 D 1� f.1� 0/.1� 0:5/g D 0:50

Line 5 Compute
CDC using
Eq. (6.4)

CDC D 100 � 1�0:9C1�0:5C1�0:9C1�0:0C1�0:5
1C1C1C1C1C1

% D 56 %

Line 6 Compute
C T C using
Eq. (6.7)

C T Cx D 0:9 � 1�0:9C0�0:5C1�0:9C1�0:0C1�0:5
1C0C1C1C1

� 100 % D 51:75 %

C T Cy D 0:5 � 0�0:9C0�0:5C1�0:9C1�0:0C1�0:5
0C0C1C1C1

� 100 % D 23:3 %

C T Cz D 0:5 � 1�0:9C1�0:5C0�0:9C0�0:0C1�0:5
1C1C0C0C1

� 100 % D 6:3 %

Line 7 Compute
NCDs using
Eq. (6.8)

NCD: Defect D4 as xRd D 0

Line 8 Compute
UCDs using
Eq. (6.9)

None
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Table 6.9 Assessment of test methods for low risk category (CDC, NCDs, and UCDs)

# Test methods CDC (%) NDCs UCDs

1 General EVI 35.4

2 Internal inspection 49.7

3 Bond pull 50.9

4 Radiological inspection 64.2

5 DC test at ambient temperature 75.7

6 Key AC/switching parameters at ambient temperature 85.4

Test plan for low risk category 85.4 0 0

In this example, we will consider low risk categories. The target confidence (T C )
corresponding to this risk category is 0.5 (described in Table 6.2). For simplicity’s
sake, we are not considering test time and cost in this example (Table 6.8).

6.4.2.4 Results

The dynamic assessment first recommends a set of test methods and then does an
assessment of those methods. In this section, we are going to present (i) the best set
of test methods from the complete set of current counterfeit detection test methods
to provide the maximum CDC , and (ii) an optimum set of test methods from the
complete set that maximizes CDC while also taking test cost, time budgets, and
application test categories into account. As discussed in Sect. 6.4.1.3, inputs to the
framework were obtained by consensus among subject matter experts and test labs
involved in the G-19A group [12].

Table 6.9 shows the dynamic assessment of the test methods for the low risk
category. Column 2 shows the recommended test methods. The test cost and time
budgets are not mentioned here, as there is a confidentiality agreement between the
CHASE Center and the G-19A group. Columns 3, 4, and 5 represent the CDC ,
NCDs, and UCDs, respectively. The first recommended test method, general EVI,
contributes a coverage of 35.4 %, as before. The second recommended test method,
internal inspection combined with general EVI, contributes 49.7 % coverage. The
combined coverage of the total 6 test methods provides a final CDC of 85.4 %.
We can see that there is a significant reduction in the total number of test methods
(11 to 6) in the dynamic assessment. There are also no NCDs or UCDs for this
risk category.

Table 6.10 shows the C T C s for all the counterfeit types in the low risk category.
Here we can observe the similar C T C values for the dynamic and static assessments
for all the counterfeit types, as both assessments provide similar CDC s.
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Table 6.10 Assessment of
test methods for low risk
category (CTC)

# Counterfeit type CTC

1 Recycled 84:4

2 Remarked 76:5

3 Overproduced 2:5

4 Out-of-spec./defective 80:1

5 Cloned 8:4

6 Forged documentation 62:9

7 Tampered NA
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Fig. 6.1 CDC for critical risk category

6.4.3 Comparison Between Static Assessment
and Dynamic Assessment

The static assessment reports the test metrics when the user wants to perform the
assessment on a fixed set of test methods. In the dynamic assessment, an optimum or
a best set of test methods is recommended and then the assessment is performed. It is
now necessary to compare the test results after performing these assessments. Here,
we selected the test methods recommended by SMEs for all five risk categories for
the static assessment, and provided all the test methods mentioned in Fig. 4.1 to the
dynamic assessment for selecting an optimum set of test methods.

Figures 6.1, 6.2, 6.3, 6.4, 6.5 show the comparison of the increase in CDC

for SMEs’ and our proposed framework’s recommended test methods for all five
risk categories. The x-axis represents the number of test methods that result in the
CDC , which is shown on the y-axis. The legend DA refers to the test methods
recommended during the dynamic assessment. Figure 6.1 clearly shows that the
rate of increase of CDC is not significant for a subgroup of test methods (e.g., test
methods 2–7 do not add any CDC value to test method 1). This subgroup of test
methods detects the same defects and does not contribute to the CDC . However,
according to our framework, every test method contributed to the CDC , and we
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Fig. 6.2 CDC for high risk category

achieved 99.4 % of CDC by using only 14 test methods, whereas there are 19 test
methods recommended by SMEs that provide the CDC of 99.1 %.

A similar trend is observed in Figs. 6.2, 6.3, 6.4, 6.5. We observed a significant
reduction in test methods when using our framework to achieve a similar CDC with
a much lower total test cost and time. The percentage reduction of test cost varies
from 10 to 23 %, and test time varies from 10 to 24 % for different tier levels. We
are not showing the actual values of test time and cost as there is a non-disclosure
agreement between the CHASE Center and the G-19A group.

Table 6.11 shows the C T C s for all the counterfeit types. Here we can observe
the similar C T C values for the SA and DA recommended test methods for all six
counterfeit types. However, DA provides improved C T C s for overproduced, out-
of-spec/defective, and cloned counterfeit types for low and very low risk categories,
as the test methods recommended by DA provide much better coverage of defects
related to electrical category.

Figure 6.6 shows the number of NCDs and UCDs for all five risk categories.
Figure 6.6a illustrates that both sets of test methods result in the same NCDs for
critical, high, and moderate risk categories. For low and very low risk categories, the

Table 6.11 Assessment of test methods (CTC)

Critical High Moderate Low Very low
Counterfeit type SA DA SA DA SA DA SA DA SA DA

Recycled 97.1 97.4 93.5 92.8 92.5 91.6 82.8 84.4 73.2 76.6

Remarked 89.2 89.3 84.6 83.7 84.6 83.6 84.5 76.5 81.0 76.4

Overproduced 3.0 3.0 2.7 2.7 2.6 2.6 1.6 2.5 0.9 1.7

Out-of-spec/defective 96.7 97.3 89.4 88.9 85.7 85.0 53.3 80.1 29.8 54.6

Cloned 9.9 9.9 9.3 9.2 9.0 8.9 6.3 8.4 4.3 6.3

Forged documentation 68.9 68.9 68.9 68.8 68.9 68.8 68.9 62.9 68.8 62.9

Tampered NA NA NA NA NA NA NA NA NA NA
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DA recommended test methods provide much better coverage of counterfeit defects.
The test methods recommended by SMEs for low and very low risk categories
mostly emphasize the detection of procedural, mechanical, and environmental
defects. Most of the electrical defects are undetected and we observe a high NCD

value, especially for the very low risk category. In Fig. 6.6b, we observe similar
UCD values for SA and DA-recommended test methods. For the low and very low
risk categories, there are no UCDs, as the target confidence (see Table 6.2) is low
and covered by the test methods.
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Fig. 6.6 Comparison study of NCDs and UCDs between the SMEs’, and our framework
recommended test methods (a) NCDs for all five risk categories, and (b) NCDs for all five risk
categories
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6.5 Summary

In this chapter, we have developed a comprehensive framework for assessing
currently available test methods by introducing test metrics such as Counterfeit
Defect Coverage (CDC), Counterfeit Type Coverage (CTC), Under-covered Defects
(UCD) and Not Covered Defects (NCD). The framework provides two types of
assessments: static assessment that helps in the evaluation of test methods based
on the aforementioned metrics, and dynamic assessment for selecting an optimum
set of test methods to minimize the test coverage. Static assessment can be used to
estimate the counterfeit detection capabilities of a test lab based on their equipment
and test methods. The dynamic assessment can be used by test labs to determine
how much they can improve their capabilities by adding different equipment and
test capabilities. It can also illustrate the trade-off between test time, cost, and
counterfeit coverage. Both types of assessment can determine what counterfeit
defects are partially covered or missed, what counterfeit types are not well covered,
etc. This information can be used to guide in the development of new test methods
for counterfeit detection.

The challenge of collecting data still remains a problem. In this chapter, we
pointed out that the data used as inputs to the framework (such as confidence level
matrix, decision index etc.) implemented by UConn’s CHASE center is based on
compiled information from subject matter experts and participating labs in the G-
19A group. There is a need for such data to be collected at a larger (or even global)
scale to enhance test coverage. The first step of collecting data will be addressed
in Chap. 7. Currently, adequate coverage exists for recycled, remarked, out-of-
spec/defective, and forged documentation counterfeit types. The low coverage for
overproduced and cloned counterfeit types indicates that there is an urgent need
for developing new design-for-anti-counterfeit (DFAC) measures to address the
effective detection of these counterfeit types.
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Chapter 7
Advanced Detection: Physical Tests

In Chap. 4, we identified the challenges and limitations of common physical
inspection methods. It was noted that common counterfeit detection practices
can fail to detect more and more sophisticated counterfeiting. Counterfeiters are
utilizing more advanced techniques making the discrepancies from the authentic
ICs so subtle and at times impossible to detect. This in turn calls for more advanced
detection techniques to keep up with the counterfeiters’ pace. We also discussed
that current detection practices rely on subject matter experts (SMEs) to interpret
the results of the characterization techniques which eliminates the possibility of
effective automation in addition to creating inconsistencies. These challenges along
with the destructive nature of several common detection techniques urge researchers
to think of novel ideas which can provide more effective detection practices.

This chapter will focus on two novel characterization methods which can provide
multidimensional information of integrated circuits: Four-dimensional Scanning
Electron Microscopy and three dimensional (3D) X-ray Microscopy. It will be
shown that simple two dimensional (2D) imaging currently utilized in detection
lacks the level of sophistication required to detect more subtle defects. The novel
methods will then be introduced and their effectiveness in detecting previously
missed defects will be demonstrated. Finally, to address the issue of automation,
we first address the issue of quantification. As mentioned earlier in Chap. 4, the
lack of consistent metrics in counterfeit detection have left the community with no
choice but to rely on subject matter experts. Here, several new statistical parameters
are introduced to address one of the most challenging defects: Improper texture or
texture variations. Such defects are usually consequences of sanding, remarking or
resurfacing which are believed to be some of the most frequent but yet challenging
to detect phenomena in counterfeit ICs.

© Springer International Publishing Switzerland 2015
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7.1 Limitation in 2D Characterization

Traditional optical, digital and electron microscopy provide us with two-
dimensional (2D) information. While these methods can effectively detect simple,
obvious defects (e.g., dents, incorrect dimensions, etc.), they are insufficient for
more complex defects such as improper texture and dimple height variation,
especially if the counterfeiters perform resurfacing at very high quality. Figure 7.1
shows instances where traditional 2D methods 7.1a can and 7.1b cannot detect
resurfaced components. Figure 7.1c, d show how the 3D data can detect resurfacing
in the component through presence of extra material at the wall of the dimple and
also texture variation.

Blacktop coating, a frequent phenomenon in counterfeit ICs, is barely distin-
guishable using conventional Scanning Electron Microscopy (SEM) and it depends
on the acquisition parameters on the instrument. Figure 7.2 shows two SEM images
of the exact same location obtained by different acquisition parameters. While both
images have optimized brightness and contrast values, the variation in the texture is
almost entirely invisible in the image on the right; the left image on the other hand

Fig. 7.1 Evaluation of a dimple on microchip package at 2D (a, b) and in 3D (c, d)
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Fig. 7.2 SEM images of the exact same location of a known top coated IC with blacktop coating
invisible in one (left) and detectable in another (right)

Fig. 7.3 2D vs. 3D investigation—internal die-related defects

clearly shows presence of a thin coating layer applied on top. Furthermore, such
images always require an SME to interpret the data as it lacks quantified information
and consequently is not suitable for automation.

The limitation of two dimensional information is not limited to the exterior of the
ICs and the texture-related defects. One can find similar limitations in 2D images
obtained from the inside of the microchips using conventional radiography.

The present practices in industry propose 2D X-ray imaging as a mandatory and
preliminary test [1] to uncover interior defects associated with die and bond wires.
However, in our experience we have found that several defects remain undetected
without the third dimension. In Fig. 7.3, we demonstrate three samples that share
same exterior appearance, lot code, and markings; however, one is authentic and
two are counterfeit (shown respectively in first, second and third columns). The 2D
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Fig. 7.4 2D (left) vs. 3D (right) bond wire imaging [5] (http://www.zeiss.com/corporate/en_us/
home.html)

X-ray radiography (first row on Fig. 7.3) can detect that the sample in the second
column has different die orientation and dimensions suggesting that it has been
remarked, but the same test for the sample in the third column is inconclusive.

In the second row of Fig. 7.3, we have demonstrated how 3D images recon-
structed from X-ray tomography can reveal quality concerns in the third sample.
Specifically, we have highlighted areas along the die face that are delamination of
the molding compound. Die face delamination is a threat to reliability because they
can expand during use until they shear off bond wires. The only other alternative
that the community resorts to for detecting such defects, is using scanning acoustic
microscopy (SAM) [2, 3]. Though SAM is typically considered non-destructive, it
requires that the sample be immersed in water. Water exposure can harm or possibly
destroy the chip. Other possible ways, involve the decapsulation of the chip which
are inherently destructive [4]. We demonstrate another example of insufficiency of
2D information where the defect involves the bond wires.

In Fig. 7.4, the 2D information is not sufficient for detection of fine cracks. Such
information can be critical in estimating the reliability of chips. Other instances of
the insufficiency of 2D radiography can be found in [5, 6].

Finally, as earlier discussed in Chap. 4, material composition characterization
is a valuable tool that can not only improve the possibility and confidence of
counterfeit detection but also enhance the capability of detecting counterfeit ICs to
more counterfeit types where means to detect such counterfeit types are very limited.
For instance, comparing the material composition of the component’s top, back and
side can more often yield conclusive evidence of the samples being resurfaced or
blacktop coated.

There are a variety of techniques possible for attaining the above characterization
ranging from X-ray fluorescence (XRF) [7] to Raman spectroscopy and FTIR [8]

http://www.zeiss.com/corporate/en_us/home.html
http://www.zeiss.com/corporate/en_us/home.html
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but many of them are restricted by the following: (i) they are mainly limited to
the surface of a sample and cannot go beyond few nanometers in depth; (ii) the
elemental analysis is mostly done in one dimensional fashion providing average
result of the entire scanned area, while a thorough examination requires location
of an element in addition to its presence; (iii) compositional analyses are collected
separately and presented in the form of a spectrum rather than an image which can
hinder the automation of the counterfeit process; (iv) The analysis usually involves
multiple imaging sessions increasing cost and technician time.

The following sections of this chapter introduces how the novel and more
advanced characterization methods can address the above mentioned issues of
conventional detection methods.

7.2 Four Dimensional Scanning Electron Microscopy

Scanning electron microscopes are extensively used in material science as a
characterization tool. SEM micrographs have been qualitatively used to characterize
the surface geometry of a specimen using the secondary electron (SE) mode;
however, these images are essentially two dimensional, lacking quantitative depth
information. Since the early days of the availability of SEMs, efforts have been made
to extract the three dimensional (3D) information from SEM images [9–16]. SEM-
based 3D imaging offers major advantages compared to other methods. SEMs have
a large depth of field [13, 16], which makes it possible to have features at radically
different heights in focus simultaneously. The lateral resolution and signal to noise
ratio in SEM images are also much better than optical methods [13]. In addition,
there is no mechanical contact in SEM imaging, which makes it a proper instrument
for very rough surfaces [16] with steep valleys and overhangs—such as some mold
marks (dimples) on integrated circuits. Several SEM-based 3D imaging techniques
have already been developed, such as Focus Ion Beam (FIB) tomography [17],
shape from shadows [18, 19], and stereo-photogrammetry [9–16], the latter of which
will be used in this novel method. The stereo-photogrammetry technique requires
computationally intensive image processing, but the presence of fast computers in
recent years has resulted in more interest in this method [20]. A general stereo-
photogrammetric technique consists of three stages [16, 20–22]:

i. Acquisition stage: Acquires images of the same area of the specimen at 2 or
more perspectives

ii. Matching stage: Matches the acquired images to find points corresponding to
the same position

iii. Depth extraction stage: Extracts the third dimension based on projection
geometry to obtain the 3D model

There are certain challenges and difficulties at each of these stages which can
bring uncertainty to the final reconstruction result [13, 20, 23]. Here, each step is
explained in detail. In addition, certain procedures are introduced to reduce the
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errors at each step and produce more reliable and repeatable quantitative results.
Also, back-scattered secondary electron (BSE) mode of an Everhart–Thornley
detector [24] (ETD) has been used for the first time for the high fidelity recon-
struction, especially where SE images suffer from charging. Finally, a modified
procedure is introduced to quantitatively record the surface geometry of any SEM
sample. SEM photogrammetry is already used in various applications ranging from
material science [16, 25, 26] to dentistry [14, 15], and the availability of these new
procedures can enhance the fidelity of such measurements as well.

The challenges associated with each of the three stages discussed above and
suggested remedies to overcome them are fully explained in the subsections below.
The effect of the remedies are also explained and quantitatively demonstrated.

7.2.1 Acquisition Stage

At this stage, SEM-micrographs are to be obtained from different perspectives of
the same area. Since the detectors are stationary in an SEM instrument, multiple
perspectives are obtained either by eucentrically tilting the stage or by rotating the
sample which has already been mounted with a tilt angle on the SEM stub and
choosing a correct scan rotation. The latter technique is applicable in cases where
the instrument has some restrictions for maximum negative and positive tilt. Note
that the images shown in this chapter are acquired using an FEI quanta FEG 450
SEM machine which does not have such limitations. We have also had experience
in using the JEOL 6335FESM where the maximum negative tilt angle could not
exceed 5ı. The tilt angles, in both positive and negative direction, have to be at
least C5 and �5ı [27], and in the case of flat objects, larger tilt angles can yield
better results [20]. Therefore, in cases where the required tilt angle is larger than the
instrument limit, rotation of an already tilted sample is more effective. Other ways
of acquiring images at different perspectives are also available [23], but tilting has
been the easiest one [20], and therefore has been adopted in this chapter.

For extraction of height information, one needs at least two images at different
viewing angles. However, in order to perform an image processing-based automatic
calibration of tilt angle, a third image at 0ı is suggested [27]. There are also software
packages available for performing digital photogrammetry [28–30].

During the image acquisition stage, certain requirements have to be met:

1. Images must have appropriate illumination with no charging and no stripes.
2. The tilting has to be eucentric: that is, the center of images at different

perspectives has to be the same.
3. The magnification and working distance have to remain the same for all images

and must be recorded for reconstruction.

Maintaining these requirements at the same time results in certain challenges
which are addressed below.
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7.2.1.1 Image Quality Challenge

It is absolutely necessary that images be obtained at proper illumination, avoiding
any excessively bright and dark spots [20, 27], which are almost exclusively
due to charging. Such defects, if minimal, are usually rectified by adjusting the
contrast and brightness, shortening the scan dwell time, or using low vacuum
or Environmental SEM (ESEM) modes, where the charging is attributed to the
presence of nonconductive materials on the sample. In cases of excessive charging,
even in a low vacuum and an ESEM, a conductive coating of gold or carbon is
usually applied on the sample to avoid charging [31]. Though fairly effective, such
coatings may be hard to remove from ICs with deep valleys and holes, which could
be destructive to the sample. Most images in this chapter are produced using the
BSE mode of an ETD detector where charging could be avoided. In presence of
excessive charging the low vacuum mode with variable pressure was utilized to
remove the charge.

7.2.1.2 Challenges During Tilting

The challenges related to tilting, their causes, and their remedies are summarized in
Table 7.1 and are explained below:

A) Tilting axis
Figure 7.5a shows an image of the inside of the FEI quanta FEG 450 instrument
taken by a built in CCD camera. The coordinate system drawn on the image
illustrates the possible motion of the stage. This particular SEM can move along any
of X, Y, Z axes. In addition, the stage allows rotation about Z and tilting about Y.

Table 7.1 Tilting challenges, causes and remedies

Challenge Reason Proposed remedies

Axis of tilt being different
from the one being used in
data reduction software

Instrument restrictions;
Possibility of hitting a
detector during tilting

1. Rotating the images
by 90ı (previously
used)[27] 2. Using
scanning rotation of 90ı

(much more effective)

Shift of the center of image
during tilting

Non-ideal tilting stage Reorienting the center
of the image after tilting

Adjusting loss of focus
during
magnification,without a
change of working distance
(must be at high
magnification to notice)

Change of relative
height of the center of
the sample

Refocusing by stage
height adjustment in
tilted Z axis (at high
magnification)

Uncertainty in exact tilting
angle

Precision restriction on
the instrument

Image Processing on
CCD images of the
inside of the instrument
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Fig. 7.5 CCD images of the inside of an SEM instrument (a) SEM stage with the assigned
coordinate system, (b) 0ı tilted sample inside SEM chamber, (c) C12ı tilted sample inside SEM
chamber, and (d) �12ı tilted sample inside SEM chamber

This many of degrees of freedom can be found in almost any SEM, with the only
difference being the axis of tilt. In some SEMs the X axis and others the Y axis is
chosen for tilting the stage. The algorithm used for extracting height introduced
later in this chapter and also preferred by many available software packages, is
based on the axis of tilt being parallel to the vertical axis of the image plane
[12]. A simple procedure to recognize this is to see whether features are shifted
horizontally or vertically during tilting. If features shift vertically, that is, the axis of
tilt is parallel to the horizontal axis of the image plane; the image is not compatible
with the algorithm. A previously proposed remedy for such an issue was rotating the
images by 90ı before reconstruction [27]. Although such a remedy can yield results,
it has a negative effect on the resolution and field of view of the reconstructed
surface. A clockwise 90-degree scan rotation is suggested here as an alternative
remedy. Using this modification, the images are rotated during the scan rather than
afterwards, which results in better repeatability and bigger field of view. Table 7.2
shows this improvement at 500X magnification from our reconstruction experiment
described subsequently.
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Table 7.2 Effect of remedies for horizontal axis of tilt

Height
variation using
image rotation

Height
variation using
scan rotation

Lateral length
field of view
using image
rotation

Lateral length
field of view
using

365 nm 340 nm 270.02 �m 300.42 �m

Zaxis (Electron beam axis)

(3)

(4)

(2)

(1) Tilted Y axis

Y axis

X axis (axis of tilt)

(5)

Fig. 7.6 Schematic of the sample movement during the tilt. The figure is exaggerated for better
visualization

Figure 7.5b–d demonstrate the orientation of the sample at untilted, positive
tilting angles, and negative tilting angles respectively and at the same working
distance.

B) Center shift and focus correction
During tilting, the sample will be shifted horizontally or vertically depending on the
tilt axis. Figure 7.6 shows a schematic of the sample movement during tilting.

The sample is initially at position (1) when the stage has not been tilted. After
the tilt, the stage will be at position (2) (horizontal shift), which requires us to shift
it back to the center. Position (3) shows the sample after the shift. However, now the
sample is relatively out of focus, which can easily disturb 3D image reconstruction.
Typically, the focusing would be readily achieved by changing the working distance;
however, since the change of working distance changes the magnification and
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distorts calibration, the sample has been carefully moved along the tilted Z-axis
to be back in focus (Position (4)). The focusing process results in some vertical and
horizontal shifting which has been rectified by movement along the corresponding
axes. Therefore at the final position (5), the center of the image will be back to its
previous location before the tilt.

7.2.2 Depth Extraction Stage

The depth information is found using the modified Piazzesi algorithm [12].
Figure 7.7 demonstrates the projection geometry. Mex software [27] is used to
do the computation automatically.

Any point P.x; y; z/ on the sample has the projection P 0.x0; y0/ in the 2
dimensional plane of XY. Using Polar coordinates in YZ plane, we can write:

y D R cos�

z D R sin�

Based on trigonometry relations and Fig. 7.7, we can associate the x0 and y0
coordinates to the projection distance d , R, and � :

x0 D x

1 � .R=d/ sin�

y0 D R cos�

1 � .R=d/ sin�

Fig. 7.7 Geometry of
projection using Piazzesi
algorithm
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Following any tilt by �� we can write the new x0 and y0 as below, where the
subscripts show the value at each step.

Step 1: (Negative tilt)

P.� � ��/ W x1 D x

1 � .R=d1/ sin.� � ��/

y1 D R cos.� � ��/

1 � .R=d/ sin.� � ��/

Step 2: (Positive tilt)

P.� C ��/ W x1 D x

1 � .R=d1/ sin.� C ��/

y1 D R cos.� C ��/

1 � .R=d/ sin.� C ��/

And finally having two tilted points by solving the algebraic equations, the
coordinates of any point P can be calculated as below:

z D .y1 � y2/cos.��/ C y1y2.1=d1 C 1=d2/sin.��/

sin.2��/.1 C y1y2=d1d2/ C cos.2��/.y1=d1 � y2=d2/

x D d1 C d2 � 2zcos.��/

d1=x1 C d2=x2

y D z
�
.y1 C y2/cos.��/ C .d1 � d2/sin.��/

� � .y1d1 C y2d2/

.y1 � y2/sin.��/ � .d1 C d2/cos.��/

Following this stage, the 3D information of the surface is available and can be
visualized as a 3D surface using triangulation. Figure 7.8a and b demonstrate the
acquired images on a dimple of an IC taken at two tilting angles of positive and
negative ten degrees. The working distance and the angle has been optimized using
the above guidelines. Figure 7.8c shows the 3D reconstructed image with the color
map corresponding to height values.

In order to extend the information to the 4th dimension, EDS (energy dispersive
spectroscopy) mapping has been used on the exact same area and the images are
reconstructed in color to show any variations in material composition. Figure 7.9
demonstrates a similar image to that of Fig. 7.8a and b in terms of location, however
in this figure color represents material composition and shows the presence of
different material on the wall of the dimple.

Presence of inorganic materials on the package of these chips is an anomaly.
Further analysis has shown the same material composition, that is (Ti and V), on
the markings of the chip. The presence of Si in the image is also an indication of
sanding. This analysis can help us to not only distinguish the defect but also find out
the process of counterfeiting which can contribute to further counterfeit detection
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Fig. 7.8 Tilted (a) and (b) and reconstructed 3D (c) images

Fig. 7.9 Compositional map on the dimple, where green represents C and blue, red and yellow
are Si , T i and V respectively

and prevention. In this case, it appears that the previous marking on the chip has
been removed using SiC paper sanding and then remarked. Combining Figs. 7.8c
and 7.9 can provide us with four dimensional information on the sample which can
greatly facilitate the counterfeit detection and is shown in Fig. 7.10.
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Fig. 7.10 Four-dimensional image of a dimple, with colors represent sample material as Fig. 7.9

Table 7.3 Surface parameters for texture analysis

Parameter Definition Formulation

Sa: Average roughness Arithmetic mean of
absolute height values
of the area

vuuut
1

MN

X

1�i�M
1�j �N

Z.i; j /

Sq: RMS roughness Root mean square
value of the height of
the area

vuuut
1

MN

X

1�i�M
1�j �N

Z2.i; j /

Sp: Peak Largest height of the
area

max
1�i�M

1�j �N
Z.i; j /

Sv: Valley Minimum height of
the area

min
1�i�M

1�j �N
Z.i; j /

Sku: Peakedness Kurtosis of the area
1

MNSq4

X

1�i�M
1�j �N

Z4.i; j /

7.3 Quantification of a 3D Surface: Improper Texture
Variations

The data density and three dimensional information associated with 3D SEM
allows to perform a more detailed texture analysis. Table 7.3 shows the surface
parameters that are extracted from the surface of the chips to quantitatively address
inconsistencies. In the table, Z denotes the height information that can be extracted
through the entire rectangular surface with the length M and width N .

Roughness parameters such as Average and RMS allow us to have a better
understanding of texture variations. Height parameters can help us analyze the
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Sample 1 Sample 2
Sample 3 Sample 4
Sample 5 Authentic sample

Fig. 7.11 Surface parameters extracted from a dimple for the five samples in study (all values are
in microns)

dimple height variations independent of the reference plane and finally kurtosis,
as a measure of pointiness of the surface allows us to find sanding marks and
removed markings based on the texture information. Figure 7.11 shows the surface
parameters extracted from the 5 ICs showing that using any single parameter
alone cannot show the discrepancy among the surfaces however as more surface
parameters are used. The inconsistencies among the samples are better identified.

It can be seen at roughness level (Sa and Sq), only sample 5 is showing
discrepancy. Moving to height information we can see that sample 1 and sample
3 share different values than those of 2 and 4. This take us to our sixth measure,
Kurtosis which has been kept out of the Fig. 7.11 for scaling issues. The kurtosis
values for the 5 samples are 0.98, 1.5131, 1.3048, 1.5461, and 1.358.

This suggests that the value is substantially lower for sample 1 which can be
attributed to sanding. The 4-dimensional image shown in Fig. 7.10 also showed
sanding residual materials which can further prove the process of counterfeiting.

Such characterization allows us to quantitatively prove sanding which can
facilitate the process of automation. In addition, as only inconsistencies within
the five samples are used for detection, the analysis does not require a “golden
IC”. However, we have included the information about the authentic samples for
validation purposes. As one can determine:

i. Whether such variations also appear different authentic samples
ii. Whether the samples have different surface parameter values than the golden IC.

The orange line in Fig. 7.11 and its error bars show the parameters for authentic
samples and their variations among five samples. It is clear that the variations
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between the authentic samples are much smaller than that seen among the five
studied counterfeit ICs. Also we can see roughness parameters are less effective
measure comparing to height parameters and Kurtosis values.

Additional texture analysis using 3D SEM data is calculating the areal autocor-
relation function (AACF) of the surface using the Eq. (7.1) to obtain the texture
directionality [12, 32, 33]:

R.ti ; tj / D 1

.M � i/.N � j /

N�jX

lD1

M�iX

kDl

Z.xk; yl /Z.xkCi ylCj / (7.1)

where, i D 0; 1; : : : m < M I j D 0; 1; : : : n < N I ti D i:�xI tj D j:�y

Figure 7.12 shows the AACF of each of the surfaces where the value of autocorre-
lation ranges from 0 (pink—no correlation) to 1(red—maximum correlation) shown
in color maps. Additional information on AACF can be found in references [34–37].
The ideal uniform direction in sample 1 also proves the sanding case. In addition
further discrepancies were recorded between samples that initially had relatively
similar roughness parameters.

To further investigate if similar cases can be identified in authentic samples,
similar studies were conducted on five authentic samples. All figures and exact
values have been excluded for brevity. One has been shown in Fig. 7.12 as an
example. All the authentic samples shared a similar ACCF. This further proves
that discrepancies in the AACF can be used as another metric for counterfeit
detection.

7.4 3D X-Ray Microscopy

2D radiological X-rays is a well-established technique to non-destructively examine
the interior attributes of the chip [38]. By taking multiple 2D X-ray projections and
then reconstructing them, one can obtain the three dimensional information of the
interior and the exterior image of the imaged object. This technique is commonly
known as X-ray Tomography scan. Researches have used the 3D X-ray Tomography
for studying electronic parts, however there have always been some issues [33]:

1. Many electronic parts have high aspect ratio, which results in the obligation to
have a sufficiently large working distance during tomography to avoid collision
of the sample with the source and detector. However, conventional CT loses
resolution significantly as the distance to the source is increased. The number
of X-ray counts also decrease greatly resulting in a much worse signal to noise
ratio.

2. In many cases such as the ICs studied in this chapter, samples are made of
materials with radically different X-ray absorption coefficients. For example, the
package is commonly made out of Carbon with a very low X-ray attenuation
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Fig. 7.12 AACF of all samples showing different texture direction

coefficient while the leads are made of Tin (Sn) which is a metal with a much
higher attenuation coefficient. This entails problems associated with choosing the
right X-ray source energy.

3. The process of tomography is believed to be time consuming and inefficient for
everyday counterfeit detection application.

In order to overcome these challenges, two tomographies have been performed
at two different energy levels focusing on the package for the low energy ones and
investigating leads with a higher energy. Use of dual energy can help us to identify
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Fig. 7.13 Schematic of the X-ray microscope structure
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Fig. 7.14 XCT images of ICs using low (a) and high (b) energy

both exterior and interior defects. Also, as it is shown in the microscope architecture
in Fig. 7.13, the use of a scintillator allows a much better resolution to be achieved at
higher working distances. Figure 7.13 provides a schematic of the X-ray microscopy
with resolution at a distance (Raad) propriety capability.

Also to capture the most defects in a single imaging session, the large field
of view detector has been used where the entire sample can be imaged at once.
Figure 7.14 shows a sample 3D rendered image at both high (a) and low (b) energies
and the investigations that have been facilitated using the proposed technique.

2D X-rays can help distinguishing defects such as a wrong die or incorrect die
orientation. Such study is shown for all chips in Fig. 7.15. It can be seen that sample
3 has a totally different die which has a different orientation and size. The other
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Fig. 7.15 2D X-rays of samples

four samples look very similar and even comparing to the authentic sample doesn’t
yield conclusive evidence though it does show a small difference in bond wire
patterning. This study proves that extending the information to the third dimension is
inevitable.

Figure 7.16 shows a 3D images of samples 1 and 2 where one can see signs of
die face delamination on sample 1 (top left) and not in 2 (top right). Additional
investigation of virtual slices show clear images of the die face delamination in
all corners. (Bottom left and right). The die face delamination can be the result
of recycling and is a great reliability concern. After hours of operation, such
delamination can grow to the point of breaking the bond wires. Similar images
revealed same results for sample 5.

The above analysis illustrates the promise of 3D X-ray Microscopy for advanced
counterfeit detection, but more results need to be collected. For instance, the
impact of 3D X-ray tomography on integrated circuit reliability requires further
investigation. Ideally, we would like to tune the exposure to ionizing radiation such
that internal defects of counterfeit parts can be seen at high enough resolution
while there is also minimal impact of reliability. This shall be investigated in future
work.
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Fig. 7.16 Top: 3D images of the die in samples 1 and 2—showing die face delamination in sample
1. Bottom: virtual 2D slices of sample 1 illustrating die face delamination in all corners

7.5 Results Summary

Combining the results from the two techniques, we have been able to identify all
the 5 Intel flash memory ICs as counterfeits. Qualified and quantified information
are providing a complete and reliable set of data. They include both external and
internal structure information of the parts. These type of information help to better
decide whether a part is counterfeit or not. Results were discussed and confirmed
with the SMEs at Honeywell who performed all the tests on the parts and obtained
similar information.
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Table 7.4 Summary of results

Observation Instrument Other common methods

Residue on leads SEM/X-ray X-ray Fluorescence (XRF), Optical
microcopy

Sanding marks SEM/EDS Optical microscopy, XRF

Coated/filled dimples SEM/X-ray LSM, Optical profilometry

Dimple depth variation SEM/X-ray LSM, Optical profilometry

Incorrect lead plating (Sn vs.
Sn/Pb)

SEM/EDS XRF

No exposed lead base metal SEM XRF, Optical methods

Bent leads SEM/X-ray Optical methods

Metal shavings and/or tin whiskers
on leads

SEM SEM, Optical microscopy

Different die sizes X-ray Decapsulation, Scanning Acoustic
Microscopy (SAM)

Different lead frames X-ray Decapsulation

Wire bond pattern variations X-ray Decapsulation, SAM

No barrier metal under pure Sn lead
finish

SEM XRF, Optical microscopy

Blacktopping (top and bottom sur-
faces)

SEM/X-ray Destructive liquid testing

All the defects identified using the techniques described are summarized in
Table 7.4. Other common techniques or instruments utilized for detection of such
defects are also provided in the last column. It can be seen that using our proposed
technique can successfully detect all defects nondestructively.

7.6 Summary

In this chapter, we presented two novel imaging techniques that can be applied
as powerful tools for detecting defects associated with counterfeit electronic
components. So far, traditional optical, digital and electron microscopy have been
used to detect and characterize counterfeit ICs. With the ever-evolving techniques
for counterfeiting, the counterfeit defects are now becoming more subtle and
increasingly difficult to detect with prevailing techniques. Further, most physical
tests utilized today provide limited information on the components under test (e.g.
only 2D information might be available) and also, the tests rely heavily on the
interpretation of subject-matter experts (SMEs), which brings about inconsistencies
in the results. In order to alleviate these issues, two new techniques, 4D SEM and 3D
X-Ray microscopy, were presented in this chapter, which are both non-destructive
and do not require any sample preparation. They can give us detailed insight into
the material composition and subtle exterior/interior defects of suspect ICs. These
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features are well beyond the capabilities of traditional 2D imaging techniques. In
addition, these techniques allow us to obtain all required information in a single
imaging session which can greatly reduce the time and cost of counterfeit detection
procedures. The chapter also introduced a thorough quantitative approach for texture
analysis, which can greatly help in interpreting data for counterfeit defects such as
sanding that bring about material and texture inconsistencies. Three dimensional
characterization of the dimples in IC packaging along with compositional analysis
was also introduced to better detect counterfeit parts and identify further detection
procedures if required. 3D X-ray analysis was introduced as an effective method to
access the interior features and geometry of ICs, which would not have been possible
with 2D X-Ray techniques. The chapter also showed how the identified counterfeit
defects were features unique to counterfeit components, and were not found in
verified authentic samples (“golden ICs”). However, one does not necessarily
require a golden IC to check for the defects that were discussed in this chapter,
as inconsistencies within a lot of samples can be used for counterfeit detection.
Although preliminary steps of automation in counterfeit detection were introduced
by providing quantitative metrics, more work needs to be done to establish a
rigorous algorithm for effective automation. Future work could focus on developing
such algorithms and improving the quality of the methods proposed in this chapter.
Also, detailed statistical analysis is required to prove with certainty that the detection
is consistent.
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Chapter 8
Advanced Detection: Electrical Tests

Conventional counterfeit detection methods suffer from excessive test time and
cost. The physical tests (see Chap. 4) require expensive equipment and, due their
destructive nature, cannot be applied to all chips. Electrical tests (see Chap. 5) on
the other hand require different test set ups for all the unique types of ICs one
could encounter in practice (digital, analog, mixed signal, memories, processors,
FPGAs, etc.). In addition, test program generation for obsolete and active ICs faces
major drawbacks as well. Requiring a high-speed tester (ATE) in order to apply
functional test patterns to different ICs makes it extremely expensive. It is nearly
impossible to get a complete set of test vectors for an obsolete part from the original
component manufacturers.

In this chapter, we will describe more advanced electrical detection of two
different types of recycled ICs-field programmable gate arrays (FPGAs) and
application specific integrated circuits (ASICs). Here the term advanced refers to
the fact that the tests are specifically designed to target the detection of recycled
counterfeit types, not the complexity of the tests themselves.

FPGAs are in the top five of counterfeited electronic components and the share
of counterfeit FPGAs is expected to increase with the growth of market share of
the FPGAs in the electronic industry [1]. For FPGAs, we will explain a two phase
detection approach that utilizes one-class SVM classifier to classify fresh FPGAs
from recycled FPGAs [2]. To detect recycled ASICs, we will describe path delay
analysis [3]. The path delay information is measured during the manufacturing
test process. There is no change required in current well-established design and
test flows to implement this process. Statistical data analysis using Principal
Component Analysis (PCA) is used to identify recycled ICs. Finally, we will also
present as summary of early failure rate (EFR) analysis for detection of recycled ICs
using one-class SVM.

© Springer International Publishing Switzerland 2015
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8.1 Two Phase Detection Approach for Recycled FPGAs

While there have been some methods proposed for recycled IC detection in general,
so far not much work has been done specifically on recycled FPGA detection. In
this section, we will explain how recycled FPGAs exhibit anomalous behavior due
to silicon aging, which can be detected using advanced electrical tests. We will first
describe the aging effect on FPGAs and its implications for detection. Then, we will
explain a two phase detection approach which exploits the aging characteristics of
recycled FPGAs.

8.1.1 Aging and Recycled FPGAs

There are two significant characteristics of aging on FPGAs that can be exploited:
(i) the performance degradation of FPGA logic and (ii) the decrease in the aging
speed of FPGAs over time. Actually, all the CMOS integrated circuits have the same
effects of aging, but because their reconfiguration capability, FPGAs offer greater
capability to investigate the impact of aging. In other words, they do not require any
additional circuitry to be added to the FPGA’s base design to facilitate measurements
or detection.

8.1.1.1 Aging Effect on FPGA Performance

As it is well known fact, NBTI and HCI (see Chap. 3, Sect. 3.5) significantly affect
the performance of CMOS devices because of their impact on transistor threshold
voltage. Even though the structure of the FPGAs is different from that of the
ASIC, aging has a similar effect on FPGAs, as FPGA LUTs also show significant
performance degradation over the course of their lifetime [4–6]. In [6], the authors
investigated the aging effect on RO-based PUF using FPGAs. They reported that the
impact of aging on FPGA LUTs running ROs is 6.7 % after 400 h of usage under
high temperature and high voltage. This shift in performance provides one approach
for differentiating used and fresh CMOS devices.

8.1.1.2 Decrease in Aging Speed

The other phenomenon that has been observed is that the rate of the degradation
of CMOS transistors (discussed above) slows with aging. In other words, the
degradation due to aging is faster when the chip is newer and lessens over time.
In [6], the authors showed the aging degradation of the ROs after 200 and 400 h
of aging under high temperature and high voltage. Their results show that the
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degradation rate after the second 200 h of aging (1.6 %) is far less than the aging
degradation in the first 200 h (5.1 %), which implies that the aging speed decreases
after some times of usage in the field.

In [2], we performed an experiment on two fresh FPGAs to show whether the
decrease in the aging speed occurs even after a small amount of aging (prior usage).
In the experiment, 224 ROs were placed on two FPGAs. Then two consecutive aging
cycles were performed on both of them with the stress conditions of 125 ıC and
1.8 V (nominal is 1.2 V), with each aging cycle lasting 3 h. The accelerated aging
was done using a Temptronic Thermostream device TP04100A [7]. The frequency
of ROs was measured in nominal conditions before and after each aging. Then the
degradation rates were calculated by using following equation:

�fi D 100 � .
fi;1 � fi;2

fi;1

/ (8.1)

where �fi is the percentage degradation of ith RO, and fi;1 and fi;2 are the
frequencies before and after aging, respectively. Then, the FPGAs were left idle for
a week in order to recover before starting the second aging cycle. In this way, the real
decrease in the degradation speed could be observed. After waiting for a week, an
average 0.257 % degradation recovery appeared, and when the second aging cycle
was performed, the real degradation rate for the second cycle could be seen.

Figure 8.1 shows the distribution of the degradation rates for the first and second
aging cycles for both FPGAs ring oscillators. The x-axis shows the percentage
degradation rate of used and new FPGAs and y-axis shows the number of occur-
rences of the degraded ROs in the FPGAs. The figure clearly demonstrates that the
first aging cycle exhibits much more degradation than the second one. After only
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3 h of aging, the average aging speed went down by a factor of 3.5, thus allowing
us to deduce that the aging speed is considerably different for fresh FPGAs than it
is for used FPGAs. These results show that when an FPGA LUT is used for some
period of time, the aging speed of the LUT decreases, so that this characteristic can
be exploited to detect used (i.e., recycled) FPGAs.

That being said, since the same LUTs were aged successively, observing very
low degradation rates in the second aging might be questionable. So to prove that
aging speeds of used and unused FPGAs are noticeably distinct from each other,
another experiment was conducted using real used FPGAs to show degradation
rate difference between used and fresh FPGAs (aging speed reduction on used
FPGAs). We will analyze results from this experiment to illustrate the two distinct
characteristics of the used FPGAs from their fresh counterparts.

The first characteristic is that a lower degradation rate is expected from a used
FPGA when the same stress conditions are applied. Figure 8.1 from the previous
section shows this effect. However, this result might be biased since both aging
cycles are applied to the same LUTs on the same FPGAs. Therefore, we need
to see another experiment in which the same stress conditions are applied to real
used FPGAs to compare their results with the results above. We conducted another
experiment on two used FPGAs, which were previously aged using accelerated
aging with s9234 benchmark. While used FPGA 1 was only used for 10 h, the
other used FPGA was stressed for 50 h with the stress conditions of 125 ıC and
1.8 V. Figure 8.2 illustrates the degradation distributions of fresh and used FPGAs.
We can observe from the histograms that the fresh FPGA still undergoes far more
degradation than the used FPGA even though ROs are not placed into exactly the
same LUTs.

The other characteristic that differentiates used FPGAs from fresh ones is the
increased variance of the degradation distribution of the ROs placed across FPGA
LUTs when the same stress conditions are applied for a short period of time. It can
be seen from Fig. 8.2 that the variance of the distribution of new FPGAs is smaller
compared to the used FPGA degradation distributions. The reason that the new
FPGAs show less variance is because the degradation differences across ROs are
caused by only process variations and some environmental differences such as Vdd
and temperature variations. In the case of used FPGAs, since they have already
been placed under stress when they were in the field, there are different factors
(change in Vth, leakage current, etc.) that affect the aging rates when the new stress
is applied. Another factor is that not all parts of used FPGAs have undergone the
same workload. While some parts of the FPGA might have more switching, other
parts or regions might have less switching. Due to the HCI effect, the logic with
more switching activity will age more. When we apply accelerated aging to an
FPGA, the LUTs, which had more switching when they were in the field, will age
less because they previously aged more. As a result, this will increase the variance
of the degradation distribution for the used FPGA. Another factor that increases
the variance of the degradation rates of ROs is that not all of the logic resources
are exploited in an FPGA design. Even though logic resources generally have high
utilization, there will still be some resources that are not utilized [5, 8]. Similar to the
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switching activity effect, unused LUTs will increase the variance of the degradation
distribution of the FPGA. Figure 8.2 demonstrates that the used FPGAs present
higher variance.

8.1.2 Two Phase Recycled FPGA Detection

In this section, we shall discuss a simple framework that exploits the above aging
characteristics present in recycled FPGAs. Figure 8.3 illustrates the flow for the
recycled FPGA detection approach in [2]. The detection approach consists of
two phases. While the first phase exploits the performance degradation in the
used FPGAs described in the Sect. 8.1.1.1, the second phase takes advantage of
the decrease in degradation speed present in the used FPGAs addressed in the
Sect. 8.1.1.2. Note that in both phases, it is assumed that there exists golden (known
fresh) FPGAs. A one-class SVM classifier is trained on the information obtained
from these fresh FPGAs. One-class SVM and each phase will be briefly explained
in the next subsections.
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Fig. 8.3 Proposed recycled FPGA detection flow

8.1.2.1 One-Class SVM

Support Vector Machines (SVM) are generally employed for binary classification
problems where the SVM is trained using sample feature data from two object
classes in a training dataset. With the given dataset, SVM creates a decision
function, which takes as input a feature vector from an unknown object and outputs
its predicted class. To use classical SVM, data is needed from both classes, but
such data may not be always available. For example in our case, we may be able
to obtain frequency distributions and degradation of fresh FPGAs as our first class.
However, we do not have a second class because we don’t have prior knowledge
about the given devices (i.e., recycled FPGAs we might encounter might be aged
with different workloads and for different amounts of time). For such problems,
there exist one-class classification algorithms.

One-class SVM was first introduced in [4] by Scholkopf et al. One-class SVM
creates a function f which takes C1 in a small region, which is formed by using
the training samples, and �1 elsewhere. Generally a kernel function is employed in
one-class SVM to map the data points into a feature space H, and then the feature
vectors are separated from the origin with maximum margin. The function can be
expressed by the following expression:
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f .x/ D
(

C 1 if x 2 H

� 1 if x 2 NH (8.2)

where x is the feature vector and H is the feature space. Let the training dataset
be X D Œx1; : : : ; xn� where x1; : : : ; xn are the feature vectors and X is the total
training samples. Let ˚ be the feature map X ! H which transforms the training
points into another space using the kernel function. Then, data points are needed to
be separated from the origin, hence the following quadratic programming problem
needs a solution.

min
w;�;�i

1

2
kwk2 C 1

�m

mX

iD1

�i � 	 (8.3)

subject to .w � ˚.xi // � 	 � �i i D 1; 2; : : : ; m �i � 0 where �i is the slack
variable and � is used to characterize the solution by setting an upper bound on the
training samples which are classified as outlier and setting a lower bound on the
number of support vectors.

Using the Lagrange multiplier and a kernel function to calculate dot product gives
us the following decision function.

f .x/ D sgn.w � ˚.xi / � 	/

D sgn.

mX

iD1

˛i K.x; xi / � 	/ (8.4)

where ˛i is the i th Lagrange mutliplier and 	 and w are used to create a hyperplane
which separates all the data points from the origin.

There are different kernel functions to be used with the SVM algorithm such as
linear, polynomial, and radial basis function (RBF) kernels. In this approach, the
following RBF kernel is employed:

K.x; xi / D exp.�
 jx � xi j2
/ (8.5)

In Eq. (8.5), the parameter 
 defines how far a single training example can have
effect. When the 
 has small value the RBF kernel has a wide boundary containing
more training examples. On the other hand, if the 
 has large value, the RBF kernel
contains less training examples in it.

8.1.2.2 Phase 1

Figure 8.3 (left) displays the first detection phase of the recycled FPGA detection
approach. The first phase is used for the easy-to-detect recycled FPGAs, thereby
bypassing the second phase which involves aging the FPGAs. Phase I is rather
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straightforward, fast, and low-cost. The main idea of this phase is to exploit
the performance degradation of the used FPGAs over time. This phase involves
measurement of RO frequencies to obtain the performance distribution of the fresh
(golden) FPGAs and testing the FPGA under test (FUT) with the golden FPGA data
using one-class SVM. This phase starts with placing n ring oscillators (ROs) and
measuring their frequencies for each of the m golden FPGAs. Then, the second step
is to create a decision function using the one-class SVM by training it with the RO
frequencies. The training data that is used as follows:

F D Œf1; f2; : : : ; fm�I
fi D Œf1; f2; : : : ; fn�

(8.6)

In Eq. (8.6), F is the total training dataset, and f1; f2; : : : ; fm are the feature vectors
for m FPGAs. Each feature vector in F includes the n RO frequencies as features.
The frequency models for the frequencies in the feature vectors are different for
fresh FPGAs and used FPGAs. For the fresh FPGAs, each frequency information
in fi contains the following three components; fnom, fintra;i;j and finter;i . fnom is
the nominal frequency which is constant for every RO in every FPGA. finter;i and
fintra;i;j are the deviations induced by inter- and intra-die manufacturing variations.
The sum of these components forms the frequency information for one RO. For the
used FPGAs, there is one more component which affects the frequency of the RO
which is the aging effect �f aging;i;j . Because of the prior usage of the device there
will be an aging effect which decreases the frequency of ROs in used FPGAs.

With the given training dataset, the one-class SVM is trained and a decision
boundary is formed to classify the FUTs. Some FUTs with gross degradation in the
field can be detected by Phase I. Some FPGAs with more subtle degradation
however may not be detected in Phase I. These different cases are illustrated in
Fig. 8.4. In the figure, dots represent the frequencies of the FPGAs before their usage
and arrows represent their frequency change after their usage in the field. The red
arrows and black arrows highlight the cases that are more easily detectable and less
easily detectable by Phase I respectively. Essentially, only those FUTs with ROs that
pass the threshold (determined by one-class SVM decision boundary) are detectable
by Phase I. The cases illustrated in the figure are summarized as follows:

1. FPGA starting in slow corner: If an FPGA has low RO frequencies when it is
new (slow FPGA), it can go outside the golden distribution after short period of
usage. Such an FPGA could be easily detected by Phase I.

2. FPGA starting near nominal: If an FPGA has RO frequencies in the center
region of the golden distribution, it needs more usage time to be detected
by Phase I.

3. FPGA starting in fast corner: If an FPGA has RO frequencies at the fast end
of the distribution when new (fast FPGA), it needs far more aging to be detected
in Phase I.
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Table 8.1 Usage
information of FUTs

Usage 50 h 10 h 6 h Fresh

# of FUTs 4 8 4 4

For the FPGAs in the nominal and fast corners that do not have enough aging to
be detected in Phase I (i.e., stay above the threshold/boundary decided by one-class
SVM), the second phase is developed. Phase II does not rely on raw frequencies like
Phase I and instead exploits the difference in aging rate between new and recycled
FPGAs (see Sect. 8.1.1.2). Phase II does not depend on the starting corner of the
FPGA and therefore should be able to detect the cases not covered by Phase I (shown
with black arrows in Fig. 8.4).

Experimental results shows that phase I is effective for gross outliers and
confirms the cases mentioned above. The one-class SVM is employed to form a
decision function using the training samples discussed above with 20 fresh FPGAs.
224 RO frequencies were used as feature vector for each FPGA. In this phase, to
obtain better results we need large golden samples, hence using 224 ROs as features
takes time in terms of training. Therefore, Principal Component Analysis (PCA)
was deployed in order to reduce the dimension of the feature vectors (224 features)
to 13 (according to Kaiser’s rule for selecting the principal components [9]). SVM
was fed with 20 test data shown in Table 8.1. Accelerated aging was performed
on 16 FPGAs: 50 h on 4 FPGAs, 10 h on 8 FPGAs, and 6 h on 4 FPGAs. The
SVM classified the four fresh FPGAs correctly, and it also classified 4 FPGAs
as recycled. The four detected FPGAs are the ones used for 10 h. The reason, as
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mentioned earlier and showed in Fig. 8.4, is because these FPGAs have lower RO
frequencies and they can go outside the golden distribution with less usage. As the
results suggest, this phase can be effective if the training set is large enough to cover
as much fresh FPGA data as possible.

8.1.2.3 Phase II

The steps of the second phase of the two phase detection method are shown in
Fig. 8.3 (righthand side). In short, it involves aging golden (known fresh) and
unknown FUTs and distinguishing them based on the rate of degradation. It begins
by analyzing behavior of m fresh (golden) FPGAs. First, n ROs are placed on the
fresh FPGAs and their initial frequencies are measured in a controlled environment
(under nominal voltage Vddnom and temperature Tnom). Next, accelerated aging is
performed on the fresh FPGAs. This is accomplished by running the n ROs (note
that any other circuitry could be implemented on FPGAs as well) while stressing
the FPGAs with high voltage Vdd ref and high temperature Tref for �t time.
After aging, the n RO frequencies are re-measured at nominal conditions and their
percentage degradation is computed using Eq. (8.1). The one-class SVM classifier is
trained using the n ROs from the m golden samples. The training data is formulated
as follows:

xi D Œ�f 1; �f 2; : : : ; �f n� (8.7)

In Eq. (8.7) xi denotes the ith FPGA, and it includes n RO degradation rates as
its features. So the total training set can be denoted by:

X D Œx1; x2; : : : ; xm� (8.8)

where we have m number of training samples. Based on experimental results in
[2], if an FPGA is used long enough for a period of time, the degradation rates for
used and fresh FPGAs have little if any overlap, so not many training samples are
needed. Then the initial measurement, aging, second measurement, and percentage
degradation calculation steps are repeated to obtain n features for each FPGA under
test (FUT). Finally, an SVM classifier f .x/ is generated based on the training data
and then used to classify each FUT as fresh or recycled.

Figure 8.5 shows the result of the one-class SVM using 20 golden FPGAs for
training and 20 FUTs (the same FUTs shown in Table 8.1). The samples shown with
“F” markers are the test data and the samples with “green circle” markers are the
training data. 20 FUTs are shown in the Table 8.1 and it contains 4 fresh FPGA data
to test the effectiveness of the method. Sixteen FUT data contains data from FPGAs
used for 6, 10 and 50 h using s9234 benchmark at the conditions of high temperature
and high voltage. The figure clearly indicates that the one-class SVM can classify
the fresh FUTs correctly. The remaining 16 used FPGAs were detected as outliers



8.2 Path-Delay Analysis 167

Fig. 8.5 One-class SVM
boundary and outlier
detection

even though some of them were only aged for 6 h using a very small benchmark.
These results show the effectiveness of using degradation rates and one-class SVM
to differentiate the recycled FPGAs.

Note that one drawback to this second phase is that the FUTs need to be aged,
thereby impacting the FUTs. The reported average performance degradation of the
above 20 new FPGAs after applying accelerated aging for 3 h is 1.283 % [2]. The
effect of this drawback can be reduced by decreasing the aging time. Additionally,
we do not need to apply the second phase to every FUT, but to a random sampling
of FUTs in a batch. If any of them are classified as recycled with high confidence,
we can discard the entire batch.

8.2 Path-Delay Analysis

Path delay fingerprinting [3] was proposed to screen recycled ICs without adding
extra hardware in the design. Since these recycled ICs have been used in the field, the
performance of such ICs must have been degraded due to the impact of aging. Due
to the process variation, the delay distribution of the paths lies within the specified
range. The fingerprint of the new ICs can be generated during manufacturing test and
stored in a secured database. Due to negative/positive bias temperature instability
(NBTI/PBTI) and hot carrier injection (HCI), the path delays in recycled ICs will
become larger. The larger path delays indicate that the higher probability of being an
IC used for a long period of time in the field. In path delay fingerprinting approach,
statistical data analysis is used to classify recycled (aging causes the delay variation)
and new ICs (process variation causes the delay variation). Since the path delay
information is measured during the manufacturing test process, no extra hardware
circuitry is required for this technique. Note that no change is required in current
well-established design and test flows.
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8.2.1 Impact of Aging on Path Delays

Aging causes a non-recoverable shift of device parameters over time. As we
explained in Chap. 3, Sect. 3.5, NBTI and HCI are the two major phenomena that
cause these parametric shift. NBTI increases the absolute value of the PMOS
threshold voltage, which results in increasing gate delay [10, 11]. HCI occurs
in NMOS devices caused by the trapped interface charge at Si=SiO2 surface
near the drain end during switching that results a non-recoverable Vth degradation
[10, 12]. Since recovered ICs have been aged, the path delay of recycled ICs will be
increased.

Figure 8.6 shows the delay degradation of a randomly selected critical path of
ISCAS’89 benchmark circuit s38417 when the circuit was driven with a random
workload (random functional patterns are applied to the primary input). The path
was aged for 4 years, using simulation, with NBTI and HCI effects at room
temperature. We can observe from Fig. 8.6a that the degradation of the path used
for 1 year is around 10 % while if the circuit is used for 4 years, the degradation
is about 17 %, indicating that most aging occurred at the early usage phase of the
circuit. Figure 8.6b presents the delay degradation of different chains, consisting of
INVX1, INVX32, AND, NOR, and XOR gates, after 2 years of aging. We can see
that different chains age at slightly different rates, which depends on the structure of
the gates. The XOR gate chain has the highest aging rate which will help to select
the paths for fingerprinting.

8.2.2 Path Delay Fingerprinting

Figure 8.7 shows the flow for identifying recycled ICs using path delay fingerprints
and statistical analysis. It consists of three major steps:
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Fig. 8.7 Recycled IC identification flow [3]

1. Path Selection: In this stage, paths are selected for generating the fingerprints.
Due to the large number of critical and long paths in a circuit, the paths with
higher degradation rate are selected. We select paths based on two criteria:
(i) those paths having large number of XOR gates and (ii) those with more
number of gates having “0” at their inputs during a random workload. We prefer
the paths with higher degradation rates for fingerprint generation.

2. Silicon Measurement: Using clock sweeping technique (see below in Sect. 8.2.3),
the delay information of these paths are measured either during manufacturing
tests or during authentication on a large sample of new ICs. In this stage, we
measure the delays for the same paths, registered during manufacturing tests of
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circuits under authentication (CUAs). The measurement environment should be
controlled properly to keep the temperature stable as it may also impact the delay
of a path significantly.

3. Identification: Once the path delays in all the new ICs are measured, statistical
data analysis will be used to generate the fingerprint. Two statistical data analysis
methods can be used: simple outlier analysis (SOA), or principal component
analysis (PCA). If the CUA is outside of the convex created by the new ICs
(convex hull), there is a high probability that the CUA is recycled.

Additional details on the above steps are discussed in the subsections below.

8.2.3 Clock Sweeping

Clock sweeping technique was introduced in [13] for identifying recycled ICs. This
technique does not require any area overhead as it utilizes the common design or test
processes. It uses path delay information to create unique binary identifiers. This
technique represents a novel improvement on existing ideas for several reasons.
First, this technique can be applied to ICs already in the supply chain, including
legacy designs. Second, it uses data that can be obtained through use of existing
pattern sets and testing hardware capabilities. Finally, no additional hardware is
necessary—there is no area, power, or timing overhead to the technique.

Clock sweeping is the process of applying patterns to a path multiple times with
different frequencies to find a frequency at which the path cannot propagate its
signal, often for purposes of speed binning. By observing the frequencies at which
the path can and cannot propagate its signal, we can measure the delay of the path
with some degree of precision. Our ability to perform clock sweeping on a path is
limited by the degree of control we have on the clock that controls the capturing
memory elements (i.e., the flip-flops), the degree to which we can excite paths in
the circuit, and the lengths of the paths in the IC.

Figure 8.8 shows a visual example of clock sweeping being performed on several
paths. Assume that paths P1 through P8 are paths in the circuit which end with a
capturing flip-flop, and have some delay in nanoseconds. Each of the eight paths can
be swept (tested) at the frequencies f1 through f5. All paths are able to propagate
their signal at f1, as this is the rated frequency of the IC design. However, at f2,
the path P3 will usually fail to propagate its signal. At frequency f3, path P3 will
always fail to propagate its signal. Path P8 will succeed in propagating its signal at
all five clock frequencies in this example, because it is too short to test with clock
sweeping. All of the paths have some number of frequencies they will pass at, some
they may fail at, and some they are guaranteed to fail at. Process variations change
which frequency each path will fail at between different ICs.
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Fig. 8.8 Clock
sweeping [13]

8.2.4 Data Analysis

The dimension of the collected data is large, several hundreds, even though we
collect a small percent of long, or critical paths. The delay information for each path
represents one dimension. It is thus necessary to reduce the dimensions to create the
fingerprint. Principle Component Analysis (PCA), one of the popular multivariate
analysis methods, is used to reduce this large data dimensions [14]. PCA uses an
orthogonal transformation to convert a set of linear correlated variables into a much
smaller set of linearly uncorrelated variables. These smaller number of uncorrelated
variables are called principal components. We use an inbuilt MATLAB function to
compute the principle components [15]. Due to the scope of this book, we are not
going to describe PCA in detail. The interested readers can find more information
about PCA in [14].

After computing the principle components, a 3D convex hull is plotted to visually
show the fingerprint. A convex hull represents the smallest convex region enclosing
a set of points in n-dimensions space. In this technique, we use 3D convex hull plot
using inbuilt MATLAB function [16].

8.2.5 Results

Figure 8.9 shows the PCA results of ICs having inter-die and intra-die variation of
vth, L, and Tox variation of 8, 8, 2 % and 7, 7, 2 % respectively. The detection rate
of recycled ICs having aged 6 months, and 1 year are 99.3, and 100 %, respectively.
Figure 8.9a, b show the new ICs’ fingerprint (the convex hull) and the recovered ICs
used for 6 months and 1 year, respectively. The recovered ICs used for longer times
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Fig. 8.9 PCA results of ICs [3]. (a) PCA results for ICs with 6 months of aging, and (b) PCA
results for ICs with 1 year of aging

are easier to detect, as seen in these figures. The detection rate reduces significantly
when the ICs used shorter period of time. For example, the rate reduced to 72.7 %
when the ICs are used only for 1 month.

8.3 Early Failure Rate (EFR) Analysis

Another approach using Support Vector Machines (SVMs) have been proposed in
[17] to detect recycled ICs. The authors train a one-class SVM using parametric
measurements of new ICs. The validation of the model is performed by ICs through
product reliability op-life tests. No additional cost is required to collect the data as
most of the ICs require early failure rate (EFR) analysis by using burn-in tests at an
elevated temperature and voltage, to reduce failures in the field. The model works as
follows. First initial parametric measurements, such as Vmin, Fmax , and Iddq , data
are collected from a trustworthy manufacturer to train a one-class classifier. Then
the same parametric measurements are performed to ICs under authentication and
submitted to the model to classify ICs that belong to recycled type.

8.4 Summary

In this chapter, we have discussed several techniques to detect recycled ICs.
We have presented an effective recycled FPGA detection method by exploiting the
performance degradation and the aging speed slowdown of the used FPGAs. The
proposed method consists of two phases and both phases rely on machine learning
via support vector machines (SVM) for classification. The results from Xilinx
FPGAs showed that the second phase of the proposed method is very powerful
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for detecting the used FPGAs but it requires a short amount of accelerated aging.
The first phase was shown to be effective to identify the gross outliers without the
need for accelerated aging making it very low-cost and easy to implement. We have
described path delay analysis to detect recycled ASICs as well. This technique uses
Principal Component Analysis as a statistical data analysis tool to classify recycled
ICs from the authentic ones. The inherent advantage of this technique is that it does
not require any modification to the well-established design and test flow.

There are several challenges and limitations that must be overcome to make these
techniques successful. These approaches have exploited the aging phenomenon to
detect recycled ICs. These approaches require that the performance measurements
of new authentic (golden) ICs be collected and analyzed. This represents a major
challenge for legacy parts when authentic ICs may not be available. Furthermore,
large process variations in lower technology nodes can make it very difficult to
separate recycled ICs from a batch when the variation from process variation
outpaces aging degradation. To address these limitations, we will present different
design-for-anti-counterfeit (DFAC) measures in the following chapters for the
effective detection and avoidance of counterfeit ICs.
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Chapter 9
Combating Die and IC Recycling

In today’s electronic component supply chain recycled and remarked parts account
for a significant percentage of counterfeit components. The detection of these parts
poses a significant challenge to the global electronic component supply chain due
to the lack of efficient, robust, and low-cost detection and avoidance technologies.
While there are electrical and physical tests defined in the standards [1–3] to
identify counterfeit ICs, these approaches are usually characterized by excessive
test time, high cost, and low confidence [4–8]. In this chapter, we discuss alternative
approaches that can be integrated into new components at very low costs and can
enable fast detection of recycled ICs. These approaches are a part of the design
methodology to deter counterfeit components, which we term as design-for-anti-
counterfeit (DFAC) measures.

Several approaches, discussed in Chap. 8, have been proposed to detect recycled
ICs. According to path-delay fingerprinting [9], used components can be differ-
entiated from their genuine counterparts as their path delay distribution changes
(described in Chap. 8). This technique, however, presents several shortcomings, one
of which is that it requires data from genuine ICs and cannot be easily applied
to analog/RF/mixed-signal devices. In [10], a statistical approach was presented
to distinguish recycled ICs by measuring electrical parameters and using a one-
class support vector machine (SVM). Like path-delay fingerprinting, this technique
requires a large number of genuine samples for SVM training. This may not be
feasible as there are thousands of different types of components available in the
supply chain, making it difficult to find large numbers of genuine samples. Thus,
it is of utmost importance that we develop a new, practical DFAC structures that
will enable easy counterfeit detection without the need for existing expensive test
methods and/or genuine ICs.

Figure 9.1 illustrates the DFAC technologies we have identified for recycled and
remarked counterfeit avoidance. The x-axis and y-axis represent the counterfeit
types and component types respectively. The component types on the y-axis are
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arranged top to bottom from lowest to highest frequency of counterfeit incidents
in the supply chain [11]. The technologies in red, represent the solutions to be
presented in the latter sections of this chapter.

To track ICs throughout the supply chain, each IC needs to be tagged with
a unique ID. This electronic chip ID (ECID) can be easily read during the
chip’s lifetime. The conventional approach for writing the unique ID into a non-
programmable memory (such as One-Time-Programmable [OTP], ROM, etc.)
requires post-fabrication external programming, such as laser fuses [12] or electrical
fuses (eFuses) [13]. The eFuse is gaining popularity over the laser fuse because
of its small area and scalability [13]. Alongside ECID, silicon physical unclonable
functions (PUFs) have received much attention from the hardware security and cryp-
tography communities as a new approach for IC identification, authentication, and
on-chip key generation [14–18]. Silicon PUFs exploit inherent physical variations
(process variations) that exist in modern integrated circuits. These variations are
uncontrollable and unpredictable, making PUFs suitable for IC identification and
authentication [19, 20]. The variations can help generate a unique signature for each
IC in a challenge-response form, which allows later identification of genuine ICs.

Similar to PUFs, hardware metering (HM) can be applied to detect new remarked
ICs. These metering approaches can be either passive or active. Passive approaches
uniquely identify each IC and register the IC using challenge-response pairs.
Later, suspect ICs taken from the market are checked for proper registration
[15, 17, 21–24]. Active metering approaches, however, lock each IC until it is
unlocked by the IP holder [20, 25–29]. This locking can be done in a variety of
ways, which include the following: (1) initializing ICs to a locked state on power-
up [20]; (2) employing combinational locking by, for instance, scattering XOR
gates randomly throughout the design [27–29]; and (3) adding a finite-state machine
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(FSM) which is initially locked and can be unlocked only with the correct sequence
of primary inputs [26, 30]. Along with hardware metering, secure split test (SST)
[31] is proposed to detect new remarked ICs.

A large portion of the supply chain is populated by active and obsolete com-
ponents. There is no opportunity for adding any extra hardware to create a chip
ID in those designs. For tagging such active and obsolete components, we need to
create package IDs that do not require access to designs. No package modifications
are allowed during the generation of package IDs (see Chap. 12). These IDs can
be used for new components as well. At present, only DNA markings (DNA)
[32] are commercially available for that purpose. Detection of counterfeit parts
can be accomplished via detailed or fast authentication. However, detailed DNA
validation is extremely time-consuming and costly [33] which makes it impractical
for detecting recycled parts. If the counterfeiters add the same DNA or a different
mechanism to the chip after recycling that shines the same light, this technology
will be ineffective for fast-authentication (only observing color) of remarked ICs.
Nanorods (NR) technology [34], not yet commercially available, may also suffer
from similar issues.

The technologies discussed so far (ECID, PUFs, HM, and SST), unfortunately,
are not suitable for detecting recycled ICs as long as the counterfeiters maintain the
same grade (e.g., commercial grade component remains same). In addition, many
of these technologies cannot be implemented on small parts because of their large
area overhead. They are also inapplicable on analog and mixed-signal components
due to the difference in technologies. DNA and NR have their own challenges for
use in IC authentication. In this chapter, we present very low-cost structures that
can be implemented in the full spectrum of components to detect recycled and
remarked types. These technologies are added to the die, making them suitable for
new components.

The above discussion highlights the major challenges that must be overcome
in order to realize more effective DFAC measures. In this chapter, we address the
shortcomings of prior work by (1) developing separate measures for analog and
digital components as they are of different sizes and use different manufacturing
technologies; (2) keeping the cost/overheads of adding the DFAC measures as low
as possible; and (3) enabling fast authentication with low-cost test devices that do
not require genuine ICs for the purpose of comparison. We meet these objectives
by presenting several new combating die and IC recycling (CDIR) structures.
In Sect. 9.1, we introduce two lightweight ring-oscillator-based CDIR structures
suitable for both large and small digital ICs. We call these structures as simple RO-
CDIR [35] and NBTI-aware RO-CDIR [36]. The second NBTI-aware RO-CDIR
exploits aging much better than the simple RO-CDIR so that it is able to capture very
short usage time for a chip. In Sect. 9.2, we describe two different structures based
on anti-fuse that can measure the life of large digital ICs with tunable accuracy and
cost. In Sect. 9.3, we present two fuse-based CDIR (F-CDIR) structures primarily
aimed at analog and small ICs. A very low-cost measurement device such as a
multimeter can authenticate the component with these F-CDIRs.
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Depending on the size of the chip and the accuracy required in measuring the IC
usage, one can select one or a combination of these CDIR structures for recycled IC
detection. Note that in this chapter, we only address the remarking of recycled ICs,
not the remarking of new ICs.

9.1 RO-Based CDIR Sensor

The first set of avoidance measures are to be taken by placing ring-oscillator-based
CDIRs (RO-CDIRs) in the digital ICs. This simple elegant structure utilizes aging
efficiently to authenticate ICs as counterfeit or not. In the following, we will describe
aging phenomenon in detail, and then present two different versions of RO-CDIR.

Recycled ICs are characterized by aging, i.e., prior usage has taken its toll on
the components’ life and performance. A shift in the components’ parameters due
to aging will occur when they are used in the field for some time, which leads to
the development of parametric defects and anomalies in the component. Aging of
a component used in the field can be attributed to two major, distinct phenomena
(which are becoming more prevalent as the technology scales down). They are
negative-bias temperature instability (NBTI) and hot carrier injection (HCI) which
are prominent in PMOS and NMOS devices, respectively. The detailed description
of these two have been discussed in Chap. 3 Sect. 3.5. NBTI occurs in p-channel
MOS devices stressed with negative gate voltages and elevated temperatures due to
the generation of interface traps at the Si � SiO2 interface. Removal of the stress can
anneal some of the interface traps, but not completely. As a result, it manifests as the
increase in threshold voltage (Vth) and absolute off current (Ioff ) and the decrease
of absolute drain current (IDSat) and transconductance (gm). HCI occurs in NMOS
devices caused by the trapped interface charge at Si � SiO2 surface near the drain
end during switching. It results in non-recoverable Vth degradation. These two aging
mechanisms lead to the increased delay in the components’ internal paths, which
ultimately reduces the component’s operating speed. Now the obvious question is
can aging help us to detect recycled ICs? And, the answer is yes!

Prior approaches [9, 10] for the detection of recycled ICs, have exploited this
aging phenomenon. These approaches require that the performance measurements
of fresh chips be collected and analyzed, a challenge for legacy parts when golden
ICs may not be available. Furthermore, large process variations in lower technology
nodes can make it very difficult to separate recycled ICs from a batch when the
process variation outpaces aging degradation.

9.1.1 Simple RO-CDIR

A different approach was proposed in [35] based on ring oscillators (ROs) that
avoided the data collection altogether and applied a “self–referencing” concept to
the measurement of use time. Specifically, [35] embeds two ROs within the chip
and compares them to detect prior IC usage. The first RO is called the reference RO
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Fig. 9.2 Simple RO-CDIR sensor [35]

and is designed to age at a slow rate. The second RO is referred to as the stressed
RO, and it is designed to age at a much faster rate than the reference RO. As the IC
is used in the field, the stressed RO’s rapid aging reduces its oscillation frequency
while the reference RO’s oscillation frequency remains largely static over the chip’s
lifetime. Thus, a large disparity between the two ROs’ frequencies implies that
the chip has been used. To overcome global and local process variations, the two
ROs are placed physically very close together so that the process and environmental
variations between them are negligible.

Figure 9.2 shows the structure of this simple RO-CDIR, which is composed of a
control module, a reference RO, a stressed RO, a MUX, a timer, and a counter. The
counter measures the cycle count of the two ROs during a time period controlled by
the timer. The system clock is used in the timer to minimize the measurement period
variations due to circuit aging. The MUX selects which RO is going to be measured
and is controlled by the ROSEL signal. The inverters in the ROs can be replaced
by any other types of gates (NAND, NOR, etc.) only if they can construct a RO. It
will not change the effectiveness of the RO-CDIR significantly, according to prior
analysis in [35]. In 90 nm technology, a 16-bit counter can operate at a frequency of
up to 1 GHz, which means that an inverter-based RO must be composed of at least
21 stages [35].

9.1.2 Limitations of Simple RO-CDIR

Given the objective for designing RO-CDIR, the best RO-CDIR sensor (i.e., the
one that detects recycled ICs most accurately) should possess minimal aging for the
reference RO and maximum aging for the stressed RO. This cannot be achieved by
the RO-CDIR proposed in [35] because, in the RO-CDIR design shown in Fig. 9.2,
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Fig. 9.3 NBTI stress on stressed ROs. (a) Stressed RO in RO-CDIR sensor [35] in stress mode.
(b) Stressed RO in our proposed NBTI-Aware RO-CDIR sensor in stress mode

only half of the inverters in the stressed RO are negative-bias temperature instability
(NBTI) stressed in one oscillation cycle as shown in Fig. 9.3a. This implies that half
of the inverters age while the other half recover some of their aging. For example,
at cycle time k, the even number inverters (e.g., inverters 2; 4; 6; : : :) are stressed as
they receive zero at their inputs (zero causes the PMOS to age) while odd number
inverters (e.g., inverters 1; 3; 5; : : :) recover their aging. At cycle time k C 1, the
even number inverters recover and odd number inverters age. This process continues
during normal operations and results in a slower aging for the stressed RO because
the PMOS transistors partially recover every other cycle. Hot carrier injection (HCI)
will not contribute as much to the total degradation of this sensor in the field since
the sensors are kept in non-oscillatory mode. More details on the aging and recovery
process can be found in [37, 38].

This problem is overcome in [36] where all the inverters are NBTI stressed during
the entire operation of an IC where the RO-CDIR is deployed. Figure 9.3b shows
the proposed solution where all the inverters are stressed during normal operations.
This is achieved by breaking the connection of each inverter to its prior one and
pulling down their inputs to ground. NBTI stress occurs when the gate of a PMOS
transistor is pulled down to ground. Thus, all the inverters of the stressed RO are
NBTI stressed during the entire time of the operation. As a result, the aging recovery
cannot take place. However, if the chip is completely powered off, a partial recovery
may occur. Nevertheless, the permanent degradation is proven to be much larger
than the recovery [39].
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Fig. 9.4 The proposed NBTI-Aware RO-CDIR sensor

9.1.3 Design and Operation of NBTI-Aware RO-CDIR

Figure 9.4 shows the design of the NBTI-Aware RO-CDIR sensor [36]. The stressed
RO is modified in such a way that all the inverters are stressed constantly during
normal operation, as explained above. To achieve this, a pass transistor is introduced
in between every pair of inverters, and the inputs of all the inverters are pulled down
to ground using an NMOS network. To match all the internal parameters (node
capacitance, resistance, etc.), the same pass transistor and NMOS are mimicked
in the reference RO. This is to ensure that at time 0, when there is no aging,
the difference between the two ROs is minimal and is mainly impacted by the
manufacturing process variations present between the two ROs. A decoder is
introduced to generate all the internal signals for a specific mode. When EN D 0,
both ROs oscillate while the sleep transistors are ON. The signals EN and SRO_EN
can never be “1” simultaneously as they would create a short circuit in the design.
Similar to the design described in Fig. 9.2, the NBTI-aware RO-CDIR also has
a MUX, a counter, and a timer to select the ROs and measure their frequencies
during authentication. Also, sleep transistors are used to connect the ROs to the
power supply in the RO-based sensor as before. PMOS sleep transistors control the
connection between VDD and the inverters and NMOS sleep transistors control the
connection between VSS and the inverters.

Table 9.1 highlights the four distinct modes of operation. In the manufacturing
and burn-in tests, our objective is to protect both ROs from aging. In this mode, both
ROs enter sleep mode by being cut off from the power and ground lines. R_SLEEP
and S_SLEEP are assigned to “0” during this entire operation. In normal operation,
the reference RO remains in the sleep mode while the stressed RO is in the stressed
mode. All the inverters in the stressed RO are given a DC stress by pulling their
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Table 9.1 Modes of operation

Mode
Signals

DescriptionR_SLEEP EN RO_SEL SRO_EN S_SLEEP

00 0 X X X 0 Manufacturing and burn-in tests:
both ROs are in sleep mode

01 0 0 X 1 1 Normal operation: reference RO
in sleep mode and stressed RO in
stressed mode (inverter input
GND)

10 1 1 0 0 1 Authentication mode: measure
frequency of reference RO

11 0 1 1 0 1 Authentication mode: measure
frequency of stressed RO

inputs to ground. In authentication mode, the reference RO is activated to measure
its frequency (RO_SEL to 0), which corresponds to the RO frequency of a new IC.
Then, the stressed RO is activated ( SRO_EN to 0 and EN to 1) and its frequency
(RO_SEL to 1) is measured.

9.1.4 Overhead Analysis

The area overhead of both the RO-CDIRs is negligible for modern designs. The
area overhead mostly comes from the size of the counter and timer. The area of
the remaining parts is negligible. Thus both the original and NBTI-aware designs
offer similar area overhead. We can also remove the timer and counter from the
RO-CDIRs and measure the frequencies off-chip making the area overhead even
smaller.

Table 9.2 shows the area overhead analysis of the RO-CDIRs. We define area
overhead as the ratio of the size (area) of the RO-CDIR with the size (area) of
the benchmark. Here, the IWLS 2005 benchmarks are arranged from low to high
sizes to compute the area overhead. The timer and counter are excluded during the
computation, as we assume the frequency measurement can be performed off-chip.
As seen, the overhead is more than 1 % for small benchmarks (i2c, spi, and b14)
for 51-stage NBTI-Aware RO-CDIR that could make it challenging to use them in
small designs. The area overhead for the 51-stage RO-CDIR is less than the 51-stage
NBTI-Aware RO-CDIR. The area overhead is comparably lower for the 21-stage
RO-CDIRs. For large designs, however, it hardly impacts the overall area overhead.

The power consumption of the NBTI-Aware RO-CDIR is lower compared to the
simple RO-CDIR, as there is no switching during the normal operation due to the
fact that all inputs of the inverters in the stressed RO are pulled down to ground.
However, both of them provide negligible power overhead when they are placed in
modern industrial designs. As shown in Fig. 9.1, RO-CDIRs are suitable for large
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Table 9.2 Area overhead analysis of RO-CDIRs

Area overhead

Benchmark
Size
(# Gates)

Simple
21-stage
RO-CDIR (%)

NBTI-Aware
21-stage
RO-CDIR (%)

Simple
51-stage
RO-CDIR (%)

NBTI-Aware
51-stage
RO-CDIR (%)

i2c 1; 124 2.89 4.73 5.52 9.98

spi 3; 277 1.01 1.65 1.92 3.48

b14 8; 679 0.38 0.62 0.73 1.31

b15 12; 562 0.26 0.43 0.50 0.91

DMA 19; 118 0.17 0.28 0.33 0.6

DSP 32; 436 0.10 0.17 0.19 0.35

ethernet 46; 771 0.07 0.115 0.135 0.244

vga_lcd 124; 031 0.03 0.044 0.051 0.092

leon2 780; 456 0.004 0.007 0.008 0.015

Table 9.3 Process variations

Process
variations

Inter-die Intra-die
Vth(%) L(%) Tox(%) Vth(%) L(%) Tox(%)

PV0 5 5 2 5 5 1

PV1 8 8 3 7 7 2

PV2 20 20 6 10 10 4

digital ICs such as microprocessors, microcontrollers, digital signal processors,
ASICs, programmable logic devices, and memories. Such sensors can also be used
in smaller digital ICs if the area overhead is acceptable.

9.1.5 Simulation of the NBTI-Aware RO-CDIR

In order to verify the effectiveness of the NBTI-Aware RO-CDIR, the design
is implemented and simulated using the 90 nm technology node [40]. HSPICE
MOSRA from Synopsys is used to simulate and measure the impact of aging on
this RO-CDIR. The nominal supply voltage is 1.2 V. In this simulation, we select
21-stage and 51-stage ROs to compare the results. To model the variation, Monte
Carlo (MC) simulation is performed with 1,000 samples of the NBTI-Aware RO-
CDIR in HSPICE. Here, we were mostly concerned with detecting ICs used in the
field for a very short period of time, so we set, the total aging time at 15 days in the
increment of 3 days. Larger usage times would be easily detected using this sensor.

Three different process variations are considered to investigate the impact of
variation on the detection of recycled ICs. Table 9.3 shows the different process
variations used in the simulation. Moving from PV0 to PV2, inter-die and intra-die
variations both become larger. That is because, as feature size decreases and die size
increases, the complex semiconductor manufacturing processes cause variations to
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Fig. 9.5 The distribution of frequency differences between the reference RO and the stressed RO
with different process variations, PV0, PV1, and PV2. (a) PV0: 21 Stage RO. (b) PV0: 51 Stage
RO. (c) PV1: 21 Stage RO. (d) PV1: 51 Stage RO. (e) PV2: 21 Stage RO. (f) PV2: 51 Stage RO

the device parameters significantly. However, we acknowledge that the impact of
process variation on ROs will be minimal as they are placed physically near to each
other. PV0 represents the expected process variation between ROs while the other
two are the worst-case scenarios.

Figure 9.5 shows the simulation results for the NBTI-Aware RO-CDIR sensor.
The x-axis represents the frequency difference (fdiff D freference_ro � fstressed_ro)
between the reference RO and the stressed RO. The y-axis represents the frequency
of occurrence (i.e., # of Monte Carlo samples). The legend in the figures denotes
the aging time (for example, T = 3D denotes the RO-CDIR is aged for 3 days).
The green distribution represents the fdiff distribution for the new ICs where
the RO-CDIR has yet to be aged and is centered at 0 MHz. The pink and blue
distributions represent 3 days and 15 days of aging respectively. It is clear that
aging shifts the distributions to the right as the stressed RO has aged more and
become slower resulting in the right shift of fdiff distribution. Also it is very
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important to observe the spreading of the distribution as the misprediction rate
(will be introduced shortly) directly depends on it. The spreading becomes larger
when the process variations become larger among the ICs. This is clearly shown in
Fig. 9.5a,c,e and Fig. 9.5b,d,f.

We can clearly identify recycled ICs when the two distributions (T D 0 and
T D 3; 15 D) do not overlap with one another. The percentage of misprediction
(new ICs detected as counterfeit and vice versa) can be estimated as the area of
overlap between these two distributions. We apply Gaussian fit to find the mean
and variance of the distributions and then calculate the overlapped area. We can
certainly identify recycled ICs that have been aged more than 15 days in almost all
cases. Based on this figure, we expect a higher misprediction rate (1) as the process
variation increases and (2) when the 21-stage RO is used rather than the 51-stage
RO. As process variation increases, the variance in fdiff grows, which results in a
larger overlap between 0D and 3,15D distributions. Similarly, since the 21-stage RO
distributions have a larger spread than the 51-stage RO, we should also expect higher
misprediction rates. The best-case scenario occurs for the 51-stage RO with PV0
where we can detect recycled ICs in 3 days with negligible risk of misprediction.
This represents a substantial improvement over the prior work [35] which required
at least 1 month of aging to identify recycled ICs. As described in Sect. 9.1, 50 % of
inverters in the stressed RO in simple RO-CDIR age in each oscillation cycle while
the other half of inverters recover. This results in a slower aging of the stressed RO.
In contrast, the inverters in the stressed RO in NBTI-Aware RO-CDIR age constantly
(without recovering) during normal operation. Thus, we expect higher aging for the
stressed RO, which allows our NBTI-aware RO-CDIR to detect recycled ICs used
much less than 1 month (as little as 3 days).

9.1.6 Misprediction Rate Analysis

In order to find the effectiveness of RO-CDIR, we present the misprediction rate
analysis. We define misprediction rate as recycled ICs identified as new .41/, and
new ICs identified as recycled .42/. Here we will only present the results for NBTI-
Aware RO-CDIR. Figure 9.6 shows the two distribution functions of the new and
aged ICs having 21-stage ROs (aged for 3 days with PV2 process variation—worst
case). The x-axis represents the frequency differences between the two ROs .fdiff /

and the y-axis represents the corresponding distribution function. The overlap area
represents the misprediction rate for identifying new or recycled ICs. The decision
threshold should be the point .xth/ where both distributions intersect each other. The
green area represents the probability of identifying new ICs as recycled whereas the
red area denotes the probability of identifying recycled ICs as new. These areas (41

and 42) are represented by:

41 D
Z 1

xth

f0D.x/ dx, and 42 D
Z xth

�1
fnD.x/ dx
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Fig. 9.6 Probability density function of frequency differences between 21-stage reference and
stressed ROs

where, f0D , and fnD corresponds to the distribution of frequency differences for
new ICs and ICs with n days of aging, respectively.

Table 9.4 shows the misprediction rate i.e., recycled ICs identified as new (41)
and new ICs identified as recycled (42) for 21-stage and 51-stage NBTI-Aware
RO-CDIR, with the process variations mentioned in Table 9.3. The rate is higher
in PV2, as stressed and reference ROs’ frequencies differ significantly between the
two samples due to their higher process variations. This results in a larger area of
overlap between the two distributions. However, we obtain significantly lower 4 for
51-stage RO. 41 is 2.79 % and 0.21 % when the NBTI-Aware RO-CDIR was aged
3 days and 15 days, respectively. For PV1, it is 0.32 % and 0 % for same use times.
We were able to predict whether they were recycled or new even though they were
aged only 3 days with a small percentage of error. As we described earlier, with
these two ROs placed very close to each other, the variation should be well below
PV1 and we should predict all the samples. Under different cases, we also observed
a similar misprediction rate (42) of identifying new ICs as recycled. In both these
misprediction (41 and 42) cases, the 51-stage RO outperforms the 21-stage RO.

In the simulation, we have only considered process variation. We did not include
any results for temperature and power supply variation. As the two ROs are
placed very close in the circuit layout and the temperature variation is a global
phenomenon, the temperature variation between the two is practically negligible
(4T D 0). At higher temperatures, we would also expect more rapid aging in the
stressed RO, which should only improve our results. A similar argument can be
made for power supply variation.
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Table 9.5 Workload analysis

Workload
100 % 75 % 50 % 10 % 1 %

51-Stage RO-CDIR 3 days 4 days 6 days 30 days 300 days

9.1.7 Workload Analysis

It is also important to analyze different workloads that impact the detection of
recycled ICs. We define workload as the percentage of time per day that the IC
is in use. The workload/usage depends on the type of application being run. For
example, the ICs used in—(1) mobile phones may remain on during the entire day
(workload may be 100 %), or, (2) televisions or laptops may be ON for a fraction of
day (workload may be well below 100 %). We have considered 100 % workload for
all the simulations unless specified otherwise. Table 9.5 shows the minimum usage
time of ICs under various workloads required for proper identification. Note we
have shown the results only for the 51-stage NBTI-Aware RO-CDIR, as it provides
minimum misprediction. The results show that the length of time required to detect
the recycled IC increases as the workload decreases. For example, a workload of
10 % and 1 % requires the IC be used for 30 days and 300 days respectively. With
reduced workload, we can only identify ICs as recycled if the system is used over
a longer period of time because when the system is off (i.e., not in use), time
passes, but the stressed RO does not age at all. Note that the impact of low-workload
environment would be similar for all prior approaches based on aging [9, 10, 35].
Hence, the NBTI-aware RO-CDIR will outperform all other aging-based methods
at any workload.

9.1.8 Attack Analysis

As we all know, counterfeiting is an evolving problem. The counterfeiters are
continuously improving their techniques through experience. We believe that this
trend will continue and the counterfeiters will continue to evolve and adapt their
techniques to new detection and protection methods. Thus, it is of the utmost
importance to analyze all of the possible attacks on these RO-CDIRs and their
vulnerabilities in order to examine their robustness. There may be two types of
attacks possible on RO-CDIRs, and they are as follows:

• Removal/Tampering: The first attack on RO-CDIRs could be removal/tampering
attacks. However, it is fairly impossible for the counterfeiter to replace the
stressed RO with a new one or to tamper with the stressed/reference RO in order
to match their frequency. If we assume that a removal or tampering attack is
possible, then the counterfeiter must remove the old package and then again
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repackage and remark it according to its original specifications. This removal
and then repackaging may not be cost effective to the counterfeiters. Hence, it is
unlikely to be used in practice.

• Age Reference RO: In this attack scenario, the counterfeiter may try to inten-
tionally age the Reference RO to mask the difference between the ROs. The
counterfeiter might attempt to force the RO-CDIR to work in authentication
mode (MODE 10, in Table 9.1) for a period of time under accelerated stress
conditions. With the accelerated aging at the same time, the frequency difference
between the Stressed RO and the Reference RO would shrink since both of them
could asymptotically approach maximum degradation.
As we all know, burn-in is a very expensive process and the counterfeiter must
have an expensive setup for that. The primary incentive for counterfeiting is
cheap recycling, not adding extra cost to the components. There might not be
any motivation left for the counterfeiters when they are forced to add burn-in to
their recycling process. As a result, this attack might not be feasible as there is
no cost incentive.

9.2 Antifuse-Based CDIR Structures

The NBTI-Aware RO-CDIR sensor described above approximates the aging time
in terms of the frequency difference between the reference and stressed ROs. Even
though the ROs are placed physically next to each other, there might be some intra-
die process variations that limit the resolution of the RO-CDIR, especially if the
device is kept OFF more than it is ON. Another limitation of the RO-CDIR sensors is
their dependence on aging mechanisms in lower technology nodes. In other words,
such sensors may not be well suited for older technology nodes because of limited
aging, making them less attractive for use in military and space applications which
usually use older technology nodes because of reliability concerns. The simulation
results (see Sect. 9.1.5) for the NBTI-Aware RO-CDIR show that the detection of
aged ICs under process corners is possible if they are used continuously for at least
3 days. To address the accuracy issue, an antifuse-based CDIR (AF-CDIR) structure
was proposed in [41] and was primarily targeted at large digital ICs. In this section,
we will first describe antifuse memory and then present two different AF-CDIR
structures, namely, CAF-based CDIR and SAF-based CDIR.

9.2.1 Antifuse Memory

An antifuse (AF) is an electronic device that changes state from high resistance
and non-conductive to low resistance and conductive in response to electrical stress.
With sufficiently high voltage/current, large power dissipation in a small area will
melt a thin insulating dielectric between polysilicon and diffusion electrodes and
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Fig. 9.7 Typical interface of
antifuse memory [41]

form a thin, permanent, and resistive silicon link. The programming performed
after manufacturing is irreversible and permanent in antifuse cells, which will be
used in AF-CDIRs to store the usage time of ICs. The reasons [42] for using an
antifuse block in the AF-based sensor are (1) it consumes less power to program or
read compared with other types of OTP structures, such as electrical fuse or CMOS
floating gate; (2) the area of an antifuse is much smaller than that of an efuse; and
(3) it does not require additional masks or extra handing steps during fabrication.

Most antifuse memories are programmed in a programming environment with
relatively high voltage or current. Therefore, integrated charge pumps or voltage
multipliers are used to provide sufficiently high voltage or current [43, 44] in
embedded antifuse OTP memories. With those charge pumps or voltage multipliers,
no additional power supply is required during programming. The typical interface
for the embedded antifuse memory is shown in Fig. 9.7, including Power supply,
Address, Prog, and Data signals. We use existing antifuse blocks with the interface
shown in Fig. 9.7 in the AF-based sensors.

9.2.2 Clock AF-Based (CAF-Based) CDIR

Figure 9.8 shows the structure of the CAF-based CDIR, which is composed of
two counters, a data read module, an adder, and an antifuse OTP memory block.
Counter1 is used to divide the high frequency system clock to a lower frequency
signal. Counter2 is used to measure the cycle count of the lower frequency signal.
The size of the two counters can be adjusted depending on the measurement scale
(Ts: defined as the time unit reported by the sensor) and the total measurement
time (Ttotal ). Here the size of Counter1, and Counter2 depend on Ts , and Ttotal=Ts

respectively. Let us start with an example for calculating the size of Counter1 and
Counter2. Assume that Ts is 1 h and Ttotal is 1 year. The system clock frequency
(f D 1

T
) is 50 MHz. Now the maximum count for Counter1 and Counter2 are

Count1max D 1 h

clock cycle time
D3600

T
D3600�f D3600 � 50 � 106 .>237& <238/

and

Count2max D 365 � 24 h

1 h
D 8760 .> 213& < 214/ (9.1)
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Fig. 9.8 The structure of the CAF-based sensor

From the above Eq. 9.1, it is obvious that the size of Counter1 and Counter2 will
be 38 bit and 14 bit respectively. It is also clear that the size of Counter1 depends on
the system clock (Sys_clk). If the design uses multiple clocks, then we will select
the slowest clock, as it minimizes the Counter1 area which is directly related to the
count to reach Ts .

An embedded antifuse OTP block is used to retain the data permanently. We use
antifuse OTP as it provides a lower cell area and an improved tamper resistance over
other technologies. The design keeps track of Counter2 output to retain possession
of usage time. Prog is assigned to be 10b1 if the value of Counter2 increases by “1”.
By connecting the output of Counter2 to Address in the antifuse block directly, the
related antifuse cell will be programmed as “1”. Therefore, the largest address of the
cell whose content is “1” will be the usage time of the IC based on the measurement
scale setup by Counter1.

However, program and read operations share the same Address signals in
antifuse block. Therefore, a multiplexer (MUX1 in Fig. 9.8), controlled by data read
module, is used to select the address of the antifuse cell to be read or programmed.
Every time the power supply is on, the antifuse block will work in read mode for
a short period of time. During this time, the read address generated by data read
module will go through MUX1, and all the antifuse cells will be traversed based on
the traversing binary tree principle. Figure 9.9 shows the algorithm for data read in
a N-bit antifuse block. From Fig. 9.9, we can see that there are log.N=2/ loops in
the algorithm. The address is increased or decreased by 2i�1.i D 0; : : : log.N=2//

for the i th loop based on the value in the address. If the value stored in the address
is “1” (Œaddress� DD 1) and the value stored in the next address is “0”, the address
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Fig. 9.9 Algorithm for “data
read” in CAF-based and SAF-based
sensors

will represent the usage time before power-on based on Ts . The read operation will
last less than log.N=2/ C 1 system clock cycles, depending on the value stored in
the antifuse block; this time will be recorded by Counter1, as well.

Once we get the previous usage time, it will be stored in the register Reg3 and sent
to the adder . The reason for using an adder here is that the counters start from “0”
every time the power is turned on and the previous usage time must be considered
when we calculate the total usage time. In addition, Reg1 is used to sample the data
in adder, Reg2 delays the data in Reg1 with one system clock, and XOR gates are
used to compare the data in Reg1 and Reg2. If they are different (denoting the usage
time increased), the antifuse OTP block will work in program mode and the data
in Reg1 will go through MUX1 to the Address in the antifuse block. Therefore,
combined with the value in Counter2 (the usage time after power-on), the new total
usage time will be stored in the antifuse OTP block by programming a new antifuse
cell with a larger address. From the above discussion, we can see that the antifuse
OPT block is programmed internally. By designing our sensor in this way, we can
reduce the probability of altering or tampering attacks on the CAF-based CDIR.

In order to eliminate the need for additional pins for authentication purposes on
the chip, the CAF-based CDIR uses a multiplexer (MUX2) and an authentication
(Aut.) pin to send the usage time to the output pins of ICs. This way, no extra output
pins will be added to the original design. Thus, this AF-CDIR requires only one
extra pin. When the IC works in normal functional mode, original primary outputs
(OPOs) will go through MUX2. If the IC is in authentication mode by enabling the
authentication signal, the data read module will set the antifuse IP in read mode,
and the usage time will go through MUX2. In addition, when the IC works in
manufacturing test mode, the functionality of the CAF-based CDIR will be disabled
and structural fault test patterns will be applied to this structure.
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Fig. 9.10 The structure of the SAF-CDIR sensor [41]

9.2.3 Signal AF-Based (SAF-Based) CDIR

With two counters, the area overhead of the CAF-based sensor could still be
considered large for smaller designs. In order to reduce the area overhead, the SAF-
based CDIR is proposed which is based on the switching activity (SW) of a few
internal nets of an IC. The SAF-based CDIR’s structure is similar to that of CAF-
based CDIR. However, the difference is that the CAF-based CDIR counts the cycles
of a system clock to record the usage time of an IC while the SAF- based CDIR
counts the switching activity (positive edge) of a certain number of nets in an IC.

Figure 9.10 shows the structure of the AF-CDIR, which is composed of a counter,
a data read module, an adder, and an antifuse OTP memory block. Counter2 is used
to count the switching activity (positive edges) of a certain number of nets in the
design. Since a field programmable read-only memory (FPROM) could be tampered
with or altered by attackers, an embedded antifuse OTP block is used to store the
usage time (total number of positive edges). Program and read operations share
the same Address in an antifuse block. Therefore, a MUX (MUX1), controlled
by data read module, is used to select the address (antifuse cell) to be read or
programmed.

Every time the power supply is ON, the antifuse block will work in read mode for
a short period of time. During this time, the read address generated by the data read
module will go through MUX1 and all the antifuse cells will be traversed based on
the traversing binary tree principle, described in Fig. 9.9 algorithm.

A 1-bit right shifter is used to divide the value in Counter2 by 2 and then the
largest address of antifuse cells with “1” will represent [SW/2] in order to reduce
the area overhead. A 1-bit left shifter is used to calculate the switching activity by
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Table 9.6 Area overhead for CAF-based, and SAF-based sensors on CSAFTEST

Measurement Area overhead Area of

Scale (Ts) Total time (Ttotal ) CAF-based(%) SAF-based(%) Reduction(%) CSAFTEST(%)

1 min 1 month 7.37 3.72 49.5 500 K gates

1 h 1 year 1.57 0.82 47.8 and

1 day 1 year 0.18 0.12 33.3 12 KB

1 day 4 years 0.37 0.21 43.2 memory

[SW/2] * 2. The recorded SW will represent the ICs’ usage time. Therefore, the
number of antifuse cells in the SAF-based sensor will be reduced compared with
the CAF-based sensor. However, the accuracy of the SAF-based sensor is lower
than CAF-based sensor because (1) it is based on the switching activity of a certain
number of nets in the netlist, while the CAF-based sensor counts the cycle count
of the system clock, and (2) the SAF-based sensor loses part of the usage time
information due to the shifters.

9.2.4 Area Overhead Analysis

In order to verify the effectiveness of AF-CDIRs, we analyzed the area overhead on
the implementation of a design (we name it as CSAFTEST) with about 500 K gates
and 12 KB in-system programmable memory. Table 9.6 shows the area overhead
caused by CAF-CDIR, and SAF-CDIR, with different measurement scales and total
measurement time. From the table, we can see that the area overhead caused by AF-
CDIRs change with Ts and Ttotal since their structures change with measurement
resolutions. For CAF-CDIR, the size of Counter1 depends on Ts while the size of
Counter2 and the size of the antifuse memory block both depend on Ttotal=Ts . For
SAF-CDIR, the area overhead is much smaller than that of CAF-CDIR due to the
omission of Counter1. The reduction of overhead is calculated by the following
formula,

Reduction D Overhead.CAF � based/ � Overhead.SAF � based/

Overhead.CAF � based/
X100 %

This reduction is shown in the fifth column in Table 9.6. For example, with Ts=1 h
and Ttotal =1 year (8,760 h), CAF-CDIR was designed with 20-bit Counter1, 14-bit
Counter2, and 8,760-bit antifuse memory block. The area overhead of this CAF-
CDIR is 1.57 % while the area overhead caused by SAF-CDIR is 0.82 % and the
reduction is 47.8 %. However, if Ts D 1 min & Ttotal D 1 month and Ts D 1

day & Ttotal D 1 year, the area overhead of CAF-CDIR are 7.37 % and 0.18 %,
respectively.
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From the above analysis, we can see that the area overhead caused by AF-CDIRs
depend on the application and specification of ICs. For example, if an IC is used in a
system that requires a small Ts and a large Ttotal , the area overhead would be large.
Otherwise, the overhead would be small (less than 1 %). is power-on time and the
intervals between power-on are not calculated. Therefore the usage time stored in
the sensor (Ttotal ) is usually shorter than the time with power-off intervals. With a
smaller Ttotal , the size of the antifuse memory block in our AF-based sensors will
be smaller and accordingly the area overhead will be smaller.

9.2.5 Attack Analysis

AF-CDIRs are inherently resistant to attacks as there is no control access to the
CDIRs. The counterfeiter can only access the Aut. pin to read out the usage time.
We will still analyze all the possible attacks that can be performed on it. All the
possible scenarios are as follows:

• Tampering: For AF-based sensors, attackers could try to mask the usage time of
the ICs by disabling the CDIR. However, the AF-based sensor will automatically
run whenever power is on, and the usage time will be stored in the antifuse
memory directly. Therefore, it is impossible for attackers to disable the CDIR
without removing the package and breaking the chip.

• Erasure of antifuse memory: The second attack could be the erasure and alteration
of antifuse cells; this is not possible because the memory used in our sensors
is an antifuse OTP block. The most important advantage of the antifuse OTP
technique is its ability to resist all existing reverse engineering methods because
the oxide breakdown in antifuse cells occurs in a random location within a
bounded enclosure and is extremely small [42]. Therefore, the state of a bit cell
stays well hidden in the silicon atoms, which makes it extremely difficult for
attackers to tamper with the memory.

• Modification of counter content: The third attack could be the modification of
counters or signals connection in the sensor. However, with limited resources
and without access to the original design, attackers cannot modify the nets
connection.

9.3 Fuse-Based CDIR

The RO-CDIR and AF-CDIR structures describe above, are most suitable for large
digital ICs due to the area required to implement them. However, the majority of
components on the market today are smaller analog, digital, and mixed-signal types.
In this section, we are presenting an alternative, low-cost structure that is based
on semiconductor fuses [45, 46] and can be implemented into almost any design,
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Fig. 9.11 F-CDIR: version I
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with the exception of discrete components, such as diodes, transistors, and passive
components. This structure can be fabricated along with the original design, and
it does not require the modification or addition of any steps to the manufacturing
process.

Figure 9.11 presents the design for the fuse-based CDIR structure. The structure
consists of a switch and a fuse. It is a three-terminal structure, having two terminals
that are connected to VDD and GND pins. The third terminal, the control terminal,
is regulated by Test pin on the IC. In this design, the MOSFET acts as the switch.
The design overhead is only one transistor and a fuse. The design works as follows:
During the manufacturing and burn-in test modes Test pin will always be “0”
which will provide no current flow through this structure. When the component
is placed in the printed circuit board (PCB) for normal operation, Test pin will be
connected to VDD. The MOS will be ON and a current will flow through the fuse,
which will result in an open circuit inside the structure. The device will then operate
normally.

The detection of counterfeit (used in the field) components will be the measure-
ment of resistance between VDD and GND pins while setting Test pin to VDD.
The measured resistance between VDD and GND should be negligible for new
component. If the component has been used in the field, the measured resistance
will be high (infinite). Here we are assuming the users of the component are trusted
and they design the PCB with Test treated as VDD. For the added security, the
Test pin can be named as VDD.

Figure 9.12 shows the implementation of this structure in differential designs.
The structure is placed in between the differential output, OC and O�, pins.
The control pin is connected to the Test pin. For the proper burning of the fuse,
the differential design must provide the necessary current to the fuse. During the
manufacturing and burn-in tests mode, Test pin will be assigned to “0” which
makes the MOS off and the fuse remains intact. When the device operates in field
for the first time, the fuse will be burnt because of a current flowing through it.
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Fig. 9.12 F-CDIR version I
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Fig. 9.13 F-CDIR: version II
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The design will then operate according to its normal specifications. The measured
resistance between OC and O� should be negligible for new components, and it
will be high (infinite) for counterfeit components.

Figure 9.13 presents a different version of the CDIR structure. The design
consists of only one semiconductor fuse. The terminals of the sensor are connected
to Test and GND pins. The fuse is isolated from the rest of the design. During
the manufacturing and burn-in tests mode, the Test pin will always be “0”. The
fuse will be intact during these modes, as there is no current flowing through it. In
normal operation, this pin will be assigned to VDD. When the chip operates in the
field for the first time, the current will flow through the sensor and the fuse will be
burnt. The detection of used components will be based on measuring the resistance
value between the Test and GND pins. A simple multimeter can authenticate the
components. A component will be treated as counterfeit if this measured resistance
value is high (infinite) and new if this value is low.
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Table 9.7 Area overhead of F-CDIR

Area overhead
Benchmark Components F-CDIR I(%) F-CDIR II(%)

Operational amplifier #1 11 18.18 9.09

Continuous-time state-variable filter 42 4.76 2.38

Operational amplifier #2 10 20.00 10.00

Leapfrog filter 77 2.60 1.30

Digital-to-analog converter 44 4.54 2.27

Note that the successful implementation of F-CDIR relies on the trusted system
integrator as the burning of the fuse will only be asserted if VDD gets applied to
the Test pin. If the system integrator does not apply VDD to the Test pin in their
systems, the fuse will then be intact. In that case, we cannot identify recycled ICs
by simply measuring the resistance.

9.3.1 Area Overhead Analysis

Table 9.7 shows the approximate area overhead of the F-CDIRs. We have selected
ITC’97 benchmark [47] for analog and mixed signal circuits. We have calculated
the approximate area overhead by the ratio of components used in the F-CDIR with
benchmark circuits. For small analog circuits, the overhead is about 20 % for the
F-CDIR Version I, whereas it is considerably lower for the F-CDIR Version II. The
F-CDIR II consists of only one component (fuse) compared to two components
(a fuse and a transistor) for the F-CDIR I. As mentioned earlier, both F-CDIR
structures also require one extra test pin. This might prohibit their use in cases where
the number of IO pins are limited as they are in smaller ICs. As for digital circuits
(such as the benchmarks used in Table 9.2), F-CDIR structures require virtually
negligible area overhead and the one extra pin may not be an issue either.

9.3.2 Attack Analysis

The design for the F-CDIRs is the simplest among the all three CDIRs, as it consists
of only one fuse (F-CDIR version II) or one fuse and one transistor (F-CDIR
version I). However, this design is also resistant to tampering like the AF-CDIR
design. The possible attacks are as follows:

• Trust on System Integrator: For the proper operation of the F-CDIR, burning
the fuse is necessary, and this can only be done when VDD gets applied to the
Test pin. Thus the successful implementation of the F-CDIR relies on the trusted
system integrator.
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• Tampering: The state of the fuse could be modified. However, a separate metal
deposition is necessary to make the fuse. This would require the decapsulation
of the package and then metal deposition. This is indeed a very costly process.
Thus there should not be any cost incentive for the counterfeiters to perform
this process for every IC. The counterfeiters would not get any benefit, as these
structures would be placed in very low-cost analog and mixed-signal ICs.

9.4 Summary

In this chapter, we have presented a set of DFAC structures, namely RO-CDIRs,
AF-CDIRs, and F-CDIRs, to detect recycled and remarked ICs of different types
and sizes. The NBTI-Aware RO-CDIR structure can be implemented in any digital
IC with new technology nodes as it takes the advantage of higher aging in newer
technology nodes. It can be placed even in smaller digital ICs with few thousand
gates, due to the low area overhead. The simple RO-CDIR requires three test pins
whereas the NBTI-Aware RO-CDIR needs two additional pins while also achieving
better performance. The AF-CDIR can only be placed in large digital ICs. These
ICs can be manufactured with new or older technology nodes as these AF-CDIRs
function based on counting of system clock, or switching of internal nets. AF-CDIRs
require only one additional pin. F-CDIRs can be implemented in any components
(small, or large, and analog, or digital) and any technology node. These CDIRs can
authenticate ICs very effectively and require a very low cost multimeter. F-CDIRs
require only one test pin for IC authentication. Finally, all these CDIRs are resistant
to all types of known attacks. Together, these structures provide excellent coverage
for the full range of recycled ICs.
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Chapter 10
Hardware IP Watermarking

The persistent trend of semiconductor scaling has caused the IC design process
to leap forward and at the same time, be held back. On the one hand, with
increasing logic density, we are now able to fit more and more components onto
a semiconductor die and create functionally dense System-on-a-Chips (SoCs). On
the other hand, system complexity has grown exponentially. In order to create and
implement new designs, a much larger amount of time and labor is now necessary
than what would have been required a few decades back. Unfortunately, with current
market trends and fierce competition, time is a very stringent constraint. In order
to optimize the design process and decrease time-to-market, the IC industry has
shifted gears to the concept of design reuse. Instead of designing a new SoC
and its components from scratch, companies nowadays obtain licenses for various
functional blocks and work on integrating them into a complete system. This
simplifies the design process, as routine functions can be achieved in a circuit by
using these pre-designed blocks and leaves more time for innovation. This practice
is most commonly seen in the design of SoCs. For example, SoCs such as the one in
Fig. 10.1 and those used in mobile processors could have multiple functional blocks
for memory, graphics processing, communication and central processing, with each
block coming from separate vendors. These pre-designed blocks are termed as
semiconductor intellectual property (IP).

In this chapter, we will present an emerging issue of hardware IP protection.
As electronic systems today get more complex, the concept of IP reuse has emerged
whereby system designers integrate IPs from numerous IP vendors. With this new
model of system design, the problem of IP piracy and theft has arisen. To address
this issue, the concept of watermarking, which originated from the domain of
multimedia, has been applied to hardware IPs. Watermarking in hardware IPs is
the technique of embedding a signature into an IP structure, so that the author or
owner of the IP can be verified when the watermark is extracted, i.e. a proof of
authorship is established in IPs, which can be used to deter illicit use. The rest
of the chapter is organized as follows: we will first describe various types of IPs
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Fig. 10.1 LEON3FT-RTAX SoC processor [1]

and their vulnerabilities. We will then present the concept of watermarking for
providing proof of authorship in IP. We will then identify various approaches to
integrating watermarks in different IPs while also focusing on the advantages, issues
and principles associated with each watermarking technique.

10.1 Intellectual Property (IP)

In the new business model for the semiconductor industry, the design process starts
with IP vendors who create reusable logic blocks and standard cells. IP vendors
specialize in producing their IP blocks as a result of which these IP blocks are
thoroughly tried and tested, in addition to being designed for ease of integration
into multiple systems (plug-and-play). System integrators then obtain the license
for these IP blocks and design novel architectures for application specific integrated
circuits (ASICs), field programmable gate array (FPGAs) or SoCs by combining
numerous IP blocks obtained from several different vendors. The final IC design
(in the case of ASICs) is then sent to a foundry for fabrication.

Semiconductor IP can be of various types. Broadly, they are classified into three
different categories [2].

• Soft IPs take the form of RTL (register-transfer level) abstractions. Since they are
HDL (or a similar high-level abstraction), they are digital IPs which are process-
invariant and can be used to synthesize gate-level information. Soft IPs are
flexible and can be easily ported from one system to another. On the downside,
soft IPs provide little to no information on their timing and power consumption
parameters.
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• Hard IPs are commonly in the form of Graphical Database System II (GDSII)
files. These IPs are fixed in layout and have predictable performance in terms
of power, area and timing. They are usually offered by foundries and are tested
in silicon to ensure correctness. They come with the disadvantage of being very
rigid in design (confined to one process technology) and lack portability. Hard
IPs are more common in analog and mixed-signal applications.

• Firm IPs are a sort of compromise between soft IPs and hard IPs. They typically
come in the form of fully placed netlists and are more predictable than soft IPs
as they provide a gate-level description of the IPs. At the same time, they can
be easily ported to various process technologies and can be optimized to meet
designer needs.

10.2 IP Reuse and IP Piracy

The semiconductor industry has seen large improvements in productivity
owing to the principle of IP reuse. IP vendors are constantly working towards
improving their IP and making them more flexible for use in multiple designs. The
design community uses these IPs and tests them in new SoCs. A recent survey
conducted among leading IC design houses showed that as much as 68 % of a
silicon die today contains reused IP [3]. The concept of open-source IPs is also
on the rise, where designers work continuously to improve IPs and make them
freely accessible to the public. As a result, both vendors and designers contribute to
increased productivity in the IC industry. But at the same time, with the increased
reuse of IPs, IP piracy has become a grave issue. IPs are the intellectual property
of their designer. As with any product, IPs are subject to copyrights, patents, and
trademarks. IP piracy leads to the misuse and often, unauthorized use of IPs.
Problems could be in various forms:

• Claiming someone else’s IP as your own and/or reselling it
• Using IPs beyond the scope of their license, such as open-source IPs being used

for commercial purposes
• Not giving an IP designer credit where it is due

A more sophisticated and grave issue in IP piracy comes in the form of reverse
engineering. Reverse engineering is the process of extracting information from a
product. Ethically, there are a lot of gray areas in the question of reverse engineering
semiconductor IP. But as set forth by law [4], reverse engineering is legal to a
certain extent; it is legally permitted to reverse engineer an IP or a semiconductor
design for the purpose of teaching, analyzing or evaluating concepts and techniques.
Companies often reverse engineer the product of their competitors in order to
understand the advancements made or techniques applied. Techniques could involve
grinding away layer-by-layer of the IC in question, monitoring I/O relationships and
performing circuit extraction or process analysis [5]. The problem is not reverse-
engineering in itself. The act of copying the semiconductor design after reverse
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engineering and using it for commercial benefit while violating patents, copyrights
and trademarks is unethical and in most cases, punishable by law [4]. The same
scenario applies to IPs. Entities who find ways to reverse-engineer an IP could
potentially cause IP piracy, where an IP is used while violating the rights of the
IP owner. Piracy could lead to cloning, which makes it possible for parties to make
copies of IPs and sell the IP or an IP-integrated product for financial gain, without
any licensing or knowledge of the IP authors. Moreover, for any design process,
reverse engineering a product and marketing it could be exponentially easier and
more financially lucrative than designing a new product altogether. This provides
huge incentives for unethical parties to commit IP piracy.

10.3 Approaches to Secure IP

Several measures have been proposed over the years to protect semiconductor IP.

• Self-Destruction: For military applications, IPs are often integrated into ICs with
chemical destruction mechanisms, which are triggered if any kind of tampering
or reverse-engineering is attempted [6].

• Obfuscation: The IP structure and functionality is concealed [7] by methods
such as changing the structure/content of an HDL component so as to prevent
ease of reverse-engineering [8] or, by embedding a finite state machine in the
IP which does not allow normal IP behavior unless activated by a valid license
key [9].

• Periodic licensing: Timers and license controllers are embedded permanently
into IPs which keep track of the license period for a user. Once the license period
expires, the IP is rendered useless [10].

• Encryption: FPGA bitstreams are meticulously encrypted by using a strong
encryption algorithm and the encryption key is kept safe in order to prevent
reverse engineering of the FPGA IP. For FPGA units such as the Xilinx
Virtex-6, encryption/decryption of the bit stream is performed with a 128-bit
AES (Advanced Encryption Standard) private key that is stored in a one-time
programmable non-volatile memory. This makes sure that the bitstream is not
intercepted during transmission and used for reverse-engineering purposes [11].

In terms of legal measures, hardware IPs are most often protected by patents,
trademarks, copyrights and trade secrets. These measures deter IP piracy by
imposing legal punishment on those who violate IP integrity. Nonetheless, in order
to legitimately claim IP theft, IP authors need some sort of watermarking strategy,
in order to identify themselves with their design. Further, to prevent ease of direct
copying/cloning of IPs, a signature needs to be embedded into an IP design so
that IPs can be identified by their unique designers. This brings up the concept of
hardware IP watermarking.
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10.4 Hardware Watermarking

Hardware watermarking is the process by which a unique fingerprint is embedded
into a hardware IP. Watermarking is not a new concept and has been widely
adopted in the field of digital media. Images, audio, and videos contain watermarks
that prove the authorship of the media. Digital media watermarks can be visible
or invisible; the visible ones are logos/signatures that appear on the media itself
and invisible watermarks are those that have been incorporated into the media
item and are invisible due to imperfections in the human audio-visual system.
A distinct feature (or flaw) of digital media watermarks are that they are invasive;
regardless of being visible or invisible, the digital data is modified in order to
incorporate the watermark, in some way or the other. For the case of digital
media, this is acceptable in most circumstances. But applying the same concept
of watermarking to hardware IPs is challenging because a watermark should not
alter the functionality of the IP. For example, one cannot simply incorporate
random interconnects into a layout or add extra lines of code to an HDL file to
create a watermark in a hardware IP. Doing this changes the functionality and
correctness of the IP and in most cases, such as the adding lines to a HDL file, the
supposed watermark gets removed/ignored by HDL compilers during processing,
rendering the watermark useless. Considering all these factors, there are multiple
requirements for designing a hardware IP watermark that can effectively provide
proof of authorship. The now defunct Virtual Socket Interface Alliance (VSIA)
pointed out key features [12] that are desired in IP watermarking. An extract of
those criteria are listed below.

• Functional correctness: The watermark must not alter the core functionality of
the IP.

• Minimal overhead: The watermark should not affect the IP in terms of perfor-
mance. Parameters such as power consumption, delay and speed of operation
should be negligibly affected.

• Persistence: The watermark should be difficult to remove or copy. It should be at
least as hard to completely reverse engineer the IP as it is to modify/tamper the
watermark. Also, the watermark must be tamper-resistant so that it may not be
transformed into a different watermark, in which case proof of authorship can’t
be proven and third parties may claim ownership of the IP.

• Invisibility: The watermark should not be readily detectable by third parties.
It should be concealed and only parties with ownership to the IPs should be able
to reveal them.

• Proof of Authorship: No third party should be able to claim the watermark by
chance, i.e. the probability of occurrence of a particular watermark on a non-
watermarked IP core must be very low (refer to Sect. 5.1 for a mathematical
characterization for Pc , the probabilistic proof of authorship).

In most IP watermarking techniques, a signature is acquired from the author of
an IP. This signature, which could be a string or a pattern, is usually converted to a
binary sequence, where each bit in the sequence becomes one bit of the watermark.
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Fig. 10.2 IP watermarking strategies

The signature is also encrypted using a key. The signature is then converted
to a watermark by applying various constraints, i.e. watermarking requirements.
The constraints may be applied during the design process of an IP or it may be
added on to the final IP design as a post-production process. In order to claim
authorship when required, the watermark is extracted and verified from the design.
Probabilistically, this can only be done by the author/owner as they are in possession
of the signature and the key used to decrypt the watermark.

A plethora of techniques exist for watermarking various types of IPs. Figure 10.2
shows a generalized taxonomy for IP watermarking techniques.

• Constraint-based watermarking: The watermark is embedded as a constraint
along with the design-constraints of the IP, leading to a combined solution for
the original IP design problem and the watermark inclusion problem. Proposed
constraints include:

– Don’t care-based watermarking: Don’t care conditions that do not affect the
functionality of the IP core are imposed as constraints to create a watermark
in an IP design.

– Placement and Routing: Layout IPs are watermarked with specific placement
and routing strategies that embed a signature to indicate authorship.

– Path timing: Path delay constraints are broken down into sub-path delay
constraints to indicate an author-specific signature.

– Cache-line coloring: Signature-specific nodes are assigned to graph coloring
problems frequently used in cache-memory organization.

• Additive watermarking: FPGA IPs are watermarked by adding the watermark to
the functional core for the IP.

• Module-based watermarking: IPs in the form of hardware description languages
(HDL) are watermarked by either duplicating frequently used blocks of
HDL code (module duplication) or by dividing an HDL module into sub-
modules (module splitting), while maintaining the same functionality as a
non-watermarked HDL IP.

• Power-based watermarking: A signature is extracted from the power consump-
tion pattern of an FPGA unit.
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10.4.1 Constraint-Based Watermarking

During the process of IP design, there are certain functional constraints that are
taken into account. Criteria such as delay and power consumption dictate the IP
design process. The concept of constraint-based watermarking, first introduced by
Kahng et al. [13] is to add new “watermarking constraints” into the IP design
process. In this process, the author of an IP creates a signature and uses a secret key
to convert the signature into a set of constraints, making sure that these constraints
do not conflict with the original IP design constraints. The solution to an IP design
problem then becomes one that not only satisfies the functional constraints but also
the added watermark constraints.

If designers need to verify their authorship, they would use their private key
along with their signature to generate the overall solution. In terms of verification,
the solution space can be visualized as shown in Fig. 10.3. The solution space of the
IP design problem is very big, i.e., there are numerous solutions available. But at the
same time, consider the limited amount of solutions for the watermark IP problem.
Combine the number of solutions that satisfy both the IP design and watermark
IP problem and it can be clearly seen that the number of solutions are very few.
Thus, the probability that any constraint-based problem is solved by solving just
the original problem becomes very low. Thus, the solution must have come from
the combined IP design C watermark design solution. This provides a probabilistic
proof of authorship [14]. Mathematically, this is expressed as [13]:

Pc D P.X � b/ D
bX

iD0

�
.C Š=.C � i/Š � i Š/ � .p/C�i � .1 � p/i /

�
(10.1)

Solution Space for IP Design Problem
Solution Space for
Watermarking Problem

Solution Space for 
Watermarking + IP Design 
Problem

Fig. 10.3 Constraint-based watermarking, adapted from [14]
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where, Pc = proof of authorship
p = probability of satisfying one random constraint by coincidence
C = number of imposed constraints
b = number of constraints unsatisfied
X = random variable that represents how many of the imposed constraints (C)
were not satisfied.

In this expression, Pc is the probability that a non-watermarked solution carries a
particular watermark by coincidence. When designing constraint-based watermark-
ing strategies, it is obvious that we need to keep Pc as low as possible so that the final
solution for the IP design C watermark problem can only be satisfied by the author.
An appropriate Pc could be in the range of 10�30 indicating that it is not feasible
(time and effort-wise) for anyone to copy the watermark [15]. Thus, constraint-
based watermarking ensures a reliable approach to IP watermarking, where the
chance that anyone could randomly guess the correct solution without the signature,
key etc. is very negligible.

The boolean satisfiability problem (SAT) illustrates the concept of constraint-
based IP watermarking [13]. The SAT problem seeks to find whether there exists
a solution (conditions for a logical TRUE) for a given boolean expression. Let us
take a finite set of variables U D fu1; u2g and let C D ff Nu1; u2g; fu1; Nu2g; fu1; u2gg
be the set of some clauses, i.e., disjunction of variables from the set that need to
be satisfied. Enumerating the solution set shows that there are three solutions that
satisfy this SAT problem (fu1 D T; u2 D F g or fu1 D F; u2 D T g or fu1 D u2

D T g) . Now, let us impose an additional constraint into this set of solutions.
Take the clause f Nu1g, which could be a kind of signature identifying the author
and add it to the set of clauses. Now, the solution set decreases to 2 (fu1 D F;

u2 D F g or fu1 D F; u2 D T g). This simple example of how adding a constraint
decreases the solution space shows us how the chance of anyone randomly guessing
the correct solution is dramatically decreased, illustrating that anyone who can
solve the overall solution (functional C watermark constraint) has authorship rights
to the IP.

10.4.1.1 Don’t Care Condition-Based Watermarking

Don’t care condition-based watermarking falls within the domain of constraint-
based watermarking as well. In this technique, one makes use of truth tables, the
functional backbone of any digital logic. In any truth table, there might be instances
where the designer does not really care what the output(s) is/are for certain pair
of inputs. These input combinations are termed as ‘don’t care’ conditions. For
IP watermarking, don’t care conditions can be used as functional blocks which
force the output of the IP. An example would be a boolean expression such as
f .a; b; c; d/ D Nab Nc C Nabd C b Ncd . In order to embed 1 bit of a watermark
signature (e.g., logic 1), input combinations that force the output to go high are
added as don’t care conditions to the boolean expression. At the same time, to
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assert a logic 0 for the signature, the same input combinations causing a don’t care
condition are removed. In the given expression, to assert a logic 1, the don’t care
term Na Nb Nc Nd is added. The term Na Nb Nc Nd equals logic 1 if and only if all of the inputs
a; b; c and d are all low. For any other combination of inputs, the Na Nb Nc Nd term would
be a don’t care condition in the overall boolean expression [14].

10.4.1.2 Placement and Routing-Based Watermarking

Placement and routing watermarking techniques are applied to hard IPs, where con-
straints are placed in the physical design level. Row-based placement techniques
are applied as a post-processing step where a signature is encoded as a specific
parity (odd/even) of a cell row where standard cells must be placed [16]. In the
physical floorplan of the IP design, legal cell placement locations are arranged in a
row. First, a message is taken from the IP designer which is then converted into row-
parity constraints for a subset of the cells of the design. The selected cells are then
arranged as per the generated row constraints using pair-swap or replacement and
finally, routing is performed to generate a final watermarked design. Thus, the final
design would contain cells that are arranged specifically, according to the placement
constraints generated by the signature and the watermark would be concealed within
the grid abstraction of the layout. Placement-based watermarking deters tampering,
as a considerable number of swap operations for the cells would be required for
an attacker to damage the watermark, by which time the IP itself would have been
rendered useless.

Similarly, routing-based watermarking can also be used to impose constraints
on the way nets are routed in a physical design [16]. A signature from the IP designer
is obtained and converted into a list of “watermark nets” which are then chosen from
the set of all nets in the IP design. Each watermark net is assigned an unusually low
cost in terms of wrong-way wiring, i.e., the length of acceptable wrong-way routing
is limited. This distinguishes the watermark nets from other nets in the design. The
watermarked nets are then specified into the routing protocol of the EDA tool.
In order to identify the watermark nets, a ratio is then computed by dividing the
total wire length .W Ltot / and wrong-way wirelength .W Lway/ of each watermark
net. If this ratio is less than an assigned threshold, the net can be classified as a
watermark net. The advantage of using a routing-based approach is that any attempt
at tampering with the routing of the nets will lead to a quicker degradation of the
IP solution quality than the watermark itself. In place of using a cost-based routing
approach, other constraints such as wire width, spacing and topology could be used
to incorporate a watermark into the layout of an IP. In another approach, a signature
could be converted into a bit-stream watermark. The bits from the watermark are
embedded into a group of linearly ordered nets [17]. If a single net index maps to a
‘1’ in the bit-stream, the net is rerouted with an even number of bends. For a ‘0’, the
net is rerouted with an odd number of nets. With a system of odd and even number of
bends in the routing, a watermark could be embedded into a layout (see Fig. 10.4).
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Fig. 10.4 Non-watermarked routing (left) and watermarked routing (right) for a two-stage Miller
operational amplifier [17]

However, routing-based strategies could cause concerns as nets could be forced into
inefficient routes, leading to crosstalk between wires and ultimately, performance
degradation.

10.4.1.3 Path Timing Constraint-Based Watermarking

In this approach, path-based timing is considered as a constraint in the design of
the IP. Numerous parameters such as interconnect RC characteristics and floor-
planning could all qualify as timing constraints. Given a path timing constraint,
this approach suggests that the path timing constraint be replaced by subpath
timing constraints [13]. For example, take the path timing constraint for cells in
a design t .C1 ! C2 ! C3 ! : : : ! C10/ � 50ns, where Ci refers to each
cell in the design. This timing constraint can now be divided into two constraints
t .C1 ! : : : ! C5/ � 20ns and t .C5 ! : : : ! C10/ � 30ns. Dividing the path
timing constraint makes sure that the probability of randomly satisfying the original
path constraint and consequently, satisfying the subpath constraints is very low; this
is a feature of constraint-based watermarking.

10.4.1.4 Cache-Line Coloring

In a processor architecture, instruction and data caches occupy a large portion of
silicon area and are critical components for efficient system performance in terms
of timing and power consumption. In order to minimize the cache-miss ratio in
the cache memory structure, graph coloring, the technique of coloring the vertices
of a graph so that no two adjacent vertices have the same color, is employed in
order to maximize the total number of pages cached by a processor. By ‘coloring’
physical memory addresses, we can make sure that adjacent virtual memory spaces
do not map to the same position in the main cache memory, alleviating the problem
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Fig. 10.5 Watermarking a
graph coloring problem [18] 1 2
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of cache conflict. In its simplest implementation, the problem of mapping code to
cache could be represented as a control data-flow graph which could then be treated
as a graph coloring problem.

In order to watermark such designs, a constraint-based watermarking approach
could be employed. The designer’s signature could be converted into a set of
constraints, such as a binary string, by using a private key. The constraints could
then be assigned as additional nodes in the graph-coloring problem. As a result,
the final code-to-cache mapping would contain the solution as well as the signature
of the author [18]. Figure 10.5 shows an example of watermarking a cache line
coloring problem. The graph shown is embedded with the signature 199810 D
111110011102. Each bit of the signature corresponds to the dotted lines/edges in
the graph. Retrieving the signature would involve reconstructing the binary string
(the constraint) and then recreating the graph with the extra edges. If the coloring
of the watermarked graph is a valid coloring of the recreated graph, the signature
can be verified. Unfortunately, such a watermarking technique is prone to attacks
by modifying the watermarking coloring and extracting the signature of the author,
which makes it possible for anyone to claim authorship of the coloring solution [19].

10.4.2 Additive Watermarking

Additive watermarking techniques embed the signature into the functional core
of an IP design but do not modify the functions of the IP core like constraint-
based watermarking techniques [20]. They are mostly incorporated into the unused
portions of an IP design (such as unused lookup tables and ports) and can be
incorporated during pre-processing or post-processing. The disadvantage of such
a technique is that since the watermark is not a part of the functional design, the
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watermark may be removed without affecting the IP core functionality. Nonetheless,
various techniques are applied to mask the watermarks and make them seem as part
of the IP core’s function. Additive watermarking techniques are popular in FPGA
IP watermarking.

10.4.2.1 Watermarking in Physical Level FPGA Design

Watermarking can be applied to the reconfigurable logic layout of an FPGA. FPGAs
are made of an array of configurable logic blocks (CLBs) that consist of flip flops
and multiple look up tables (LUTs). In every FPGA design, not all CLBs are used.
For every CLB that is unused, there are several lookup tables that are also freely
available. Each LUT is capable of holding one bit or several bits of information and
with a lot of bits available, an author’s signature could be integrated into the FPGA
physical design [21]. In order to physically achieve this, a netlist and a signature
is first read in. Using standard vendor tools, the unused netlist is routed. We then
proceed if the unused netlist has enough resources to incorporate the signature. The
signature is then processed using encryption and error-correcting codes in order to
make sure the signature’s integrity can be maintained even if it is tampered with.
The processed signature is then coded to the available LUTs using a secure hash
function. While the process is fairly straight-forward, implanting watermarks in the
physical level of an FPGA design causes overhead in the form of area and timing.
The watermark LUTs may affect normal routing of the cells and of course, since
additional components are now part of the FPGA design, the footprint is obviously
going to be bigger. In terms of timing, a LUT which is a part of the watermark
may occasionally be placed in timing-critical paths, which may result in undesired
delays.

Another approach for watermarking an FPGA design at the physical level is
to insert watermarks into the control bits for CLB outputs [22]. Usually, outputs
of CLBs are controlled by multiplexer units. FPGA units such as the Xilinx 4000
series have CLBs with four outputs (see Fig. 10.6). The two outputs X and Y are
outputs from combinational designs while YQ and XQ are outputs from sequential
designs. The combinational outputs are controlled by two 2–1 multiplexers, each
with one control bit. The sequential outputs have two control bits for the 4–1
multiplexers and one control bit each for the three 2–1 multiplexers. If the CLB
is unused, a total of .2 � 1/ C .2 � 2/ C .6 � 1/ D 12 control bits can be
used to encode a signature. The process of encoding a signature is straightforward.
FPGA design tools are used to scan the FPGA IP Design and find CLB outputs
that are not connected to any external CLB interconnects. Bits are then sequentially
slotted in place of the multiplexer control bits. Extracting the watermark bits is an
identical process. Again, the FPGA design tool scans the IP architecture, finds any
CLB outputs that are unused and extracts the watermark from the control bits of
the multiplexer. Since this strategy is purely post-processing, no performance or
area overhead is incurred. The watermark size will only be limited by the number
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Fig. 10.6 Control bits for
CLB outputs [22]
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of unused CLB outputs available, which is usually large in any FPGA design.
Nonetheless, such a watermarking scheme is prone to reverse-engineering attacks as
the watermark itself is a non-functional part of the IP design. Control-bit watermark
security is largely ensured by the confidentiality of the FPGA bitstream, which
inhibits reverse-engineering.

10.4.3 Module-Based Watermarking

Module-based watermarking mainly concerns the protection of soft IP, in the form
of HDL codes. From a security standpoint, hard IPs such as GDSII files are the
safest as they are very hard to reverse-engineer or tamper. Unfortunately, hard IPs
are stringently optimized for performance and are silicon process-specific, making
them inflexible. Soft IPs, on the other hand, allow a greater level of flexibility and
in some cases, can be modified by IP users for further optimization. This has led
to the widespread use of soft IP and at the same time, raised concerns regarding
soft IP security. Hard IP watermarking measures such as placement/routing and
path timing are inapplicable to soft IPs. On top of that, traditional source-code
watermarking measures such as obfuscation cannot be used for HDL codes.
Obfuscation involves making a program unintelligible yet functional. The industry’s
push for standardizing HDL to improve IP reusability defeats this strategy. Thus, for
watermarking in soft IPs, a slightly different approach is required.
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10.4.3.1 Module Duplication

In Verilog code, more often than not, we find basic functional modules that are
called on multiple times by other modules either in the same or a higher hierarchy.
These modules, that are repeatedly instantiated, can be coded in different ways to
achieve the same function. This is the basis for module duplication. In the case that a
module contains don’t care conditions, the values for these don’t care conditions can
be assigned different values to create multiple modules from the same module. In the
absence of don’t care conditions, we can simply implement the module in a different
manner. This is to make sure the synthesis tool does not delete the duplicated
modules during optimization. For example, we can consider a pattern detector that
detects the binary sequence ‘1101’. The sequence detection can be depicted by a
state transition diagram as shown in Fig. 10.7. A Verilog module of the pattern
detector could be designed in two ways, by either using a finite state machine
(Code A) or a shift register (Code B). Both versions of the module would achieve
the same goal: output a ‘1’ if the binary sequence ‘1101’ occurs, otherwise output a
‘0’. A separate module could then be built (Code C), which could output a 1 if the
FSM module is picked and output a ‘0’ if the shift register module is picked. Then, a
signature could be made from the number of times each modules is called. Module
duplication can be implemented into existing HDL codes and for anyone attempting
to reverse engineer the HDL IP, it becomes extremely difficult to distinguish the
duplicate modules as the modules have already made it past the synthesis tool.
On the contrary, duplicating modules several times causes a significant area and
performance overhead in the final IP design [23].

module detector_0 (clk, reset, dataIn, out);
input clk, reset, dataIn;

output out;
reg out;
reg [1:0] currentState, nextState;
always @(dataIn or currentState) begin

case (currentState)
2'b00: begin

nextState = (dataIn == 1) ? 2'b01 : 2'b00;
out = 0;end

2'b01: begin
nextState = (dataIn == 1) ? 2'b10 : 2'b00;

out = 0;end
2'b10: begin

nextState = (dataIn == 0) ? 2'b11 : 2'b10;

Fig. 10.7 Pattern detector for
the binary sequence
‘1101’ [14]
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out = 0;end
2'b11: begin

nextState = 2'b00;
out = (dataIn == 1);end

endcase
end
always@(posedge clk) begin

if(~reset) begin
currentState <= 2'b00;

out <= 0;
end
else currentState <= nextState;

end
endmodule

Code A: Finite State Machine Implementation of Pattern Detector [23]

module detector 1 (clk,reset,dataIn,out);
input dataIn,clk,reset;
output out;
reg out;
reg [3:0] pattern;
always@(posedge clk) begin

if( reset) begin
pattern = 0;
out = 0;end

else begin
pattern[0]=pattern[1];
pattern[1]=pattern[2];
pattern[2]=pattern[3];
pattern[3]=dataIn;
if(pattern==4'b1101) out=1;
else out=0;

end
end

endmodule

Code B: Shift Register Implementation of Pattern Detector [23]

module P;
reg clk, reset;
reg data1,data2,data3;
wire out1, out2, out3;
detector_0 d1(clk, reset, data1, out1);// signature bit 0
detector_1 d2(clk, reset, data2, out2);// signature bit 1
detector_0 d3(clk, reset, data3, out3);// signature bit 0
. . . . . . . . .

endmodule

Code C: Module Detector [23]
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Fig. 10.8 Module splitting [23]

10.4.3.2 Module Splitting

For HDL IPs that contain fairly large modules, the large modules can be broken
up into several smaller ones [23]. Figure 10.8 shows how a module M.X; Y; Z/

can be subdivided into modules A.X1; Y1; Z1/ and B.X2; Y2; Z2/. Module A first
takes in the input X1 and produces the watermarking outputs W along with part of
the output (Y1) and part of the test output (Z1). Module B receives the input X ,
the watermarking outputs and at the output of the entire module M , the actual
outputs Y and Z are reconstructed by a set union. The output produced by A and B

combined is the exact same as the output produced by module M , which preserves
functional correctness. In order to retrieve the watermark, the input is fed into
module A and the watermarking signal W is observed. Since the watermark is part
of the functional design of the IP, synthesis tools will not remove the watermark and
the watermark will not incur as much overhead as a module duplicating IP would.
A major drawback to this approach, however, is the increase in design complexity.

10.4.4 Power-Based Watermarking

In this approach, a signature is extracted from the power consumption pattern of
an FPGA unit and the watermark is detected at the power supply pins of an FPGA
unit [24]. In an FPGA unit, consumed power can be of two varieties: static and
dynamic. Static power consumption comes in the form of leakage current from
CMOS transistors while dynamic power consumption comes from the switching
of transistors, where capacitance is constantly reloaded and short circuit current
occurs along with the operational clock edge. With such transient activities, we can
also notice that the core voltage of an FPGA keeps fluctuating with the consequent
breakdowns and overshoots. Due to this, a voltage versus time plot of the voltage
supply pin on the FPGA shows the clock frequency or integer divisions of the
clock frequency. In order to embed a watermark using power consumption, a power-
draining component, such as an additional shift register can be embedded into the
FPGA architecture. The shift register can be clocked separately by a combinatorial
logic or a separate clock, which runs at a frequency that is different from the
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operating frequency of the FPGA. Spectral analysis of the power supply pins in
the FPGA would then show two peaks, one at the operating frequency and one
at the unique frequency of the separate clocking logic, which appears whenever
the power-intensive component is clocked and can be used as a watermark, after
repeated sampling and decoding. However, jitter in the clock from the combinatorial
logic could possibly make the watermark frequency hard to detect.

Alternatively, amplitude could be used as a parameter for power-based water-
marking. A power-draining component such as a shift register is used to generate a
binary pattern, but with the operational clock as the clocking source. An additional
control logic based on a signature is implemented so that whenever the logic is ‘1’,
the shift register outputs a bit otherwise, it stalls. A voltage profile over time is then
constructed by monitoring the voltage supply pins on the FPGA. The watermark
would then be observed as a series of high and low amplitudes on the waveform
(Fig. 10.9).

Both of these approaches represent non-invasive methods of watermarking,
where bitfiles and extraneous routing are not necessary. However, a large overhead
is incurred in terms of power consumption. Further, power analysis-based water-
marking techniques are subject to a number of attacks [25]. Depending on the level
of abstraction that an attacker has access to, it may be possible to reverse engineer
an FPGA IP and completely remove the power-based watermarking circuit, such as

Fig. 10.9 Watermark verification via power analysis [24]
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the shift register described above. Thus, the watermark will only be as secure as the
FPGA IP itself. Another concern for the power-based watermarking approach is the
signal-to-noise ratio (SNR). An attacker may be able to inject additional components
into the FPGA IP in order to lower the SNR, which makes it difficult for a power-
based watermark to be identified.

10.5 Summary

In this chapter, we presented the concept of IP reuse and brought into perspective
the need for protecting the integrity of hardware IPs. We also discussed several
different methods for watermarking hardware IPs to provide proof of authorship.
Although most of the watermarking strategies are provably secure, several types
of attacks could still affect the watermark. For constraint-based watermarking,
the watermark would only be as safe as the encryption key used to convert the
signature into a set of constraints. Once someone receives the private key for a
constraint-based watermarked design, he or she could easily forge the IP design.
FPGA watermarking strategies such as using unused CLBs could be removed by
tracing unused pins on the FPGA to the unused CLBs and possibly zeroing the
multiplexer control bits on the CLBs to tamper/remove the watermark. Another
possible threat are ghost signatures, where a third party could declare that either
someone’s watermark is not in the IP design where it is supposed to be, or they
could declare that their watermark is in the design when it actually isn’t there.
This could be done by working out the input pattern from the solution set of
the watermarking problem. Thus, additional security measures are needed for pre-
existing watermarking techniques. To achieve this, watermarks could possibly be
distributed in small sizes all over an IP, as opposed to just being in one area. In
addition, watermarks could be built hierarchically by integrating watermarks in each
step of the design process (from HDL all the way to silicon). Parity checking could
also be used to ensure that watermarks have not been tampered. Constraint-based
watermarking should employ techniques to reduce the possibility that someone
could guess or extrapolate to a ghost signature. Regardless, one needs to realize
that no matter how tamper-proof or secure watermarks are and how much they can
contribute to proving authorship, they have a fundamental limitation. Watermarks
are “passive” in that they can only be used for proof of authorship/ownership during
the litigation process. They cannot be used to “actively” prevent reverse-engineering
or cloning of an IP in the first place, by which time critical information regarding an
IP and its confidentiality might have already been compromised. Active methods of
IP protection will be discussed in Chap. 11.
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Chapter 11
Prevention of Unlicensed and Rejected ICs from
Untrusted Foundry and Assembly

In Chap. 10, we discussed the emergence of IP reuse and the challenges it has
created with respect to IP piracy. Another recent trend is the transition of most
semiconductor companies to a fabless business model. In the past, a company would
have full control of their product from design to fabrication/assembly. However, the
costs associated with modern IC fabrication have become prohibitively expensive.
Thus, most semiconductor companies have been forced to outsource manufacturing
of their designs to contract foundries. This horizontal business model requires
that they share their design with untrusted third parties, which has led to many
well documented threats including IC piracy/cloning, IC overproduction, shipping
of improperly or insufficiently tested chips, and hardware Trojan insertion [1–8].
The appearance of such chips in the supply chain can be catastrophic for critical
applications.

As discussed in Chap. 2, cloned and overproduced chips may not be as
thoroughly tested as authentic chips. Critical systems (transportation, defense, etc.)
that unknowingly use such parts will be prone to failure and could lead to life-
or-death situations. In addition, cloned and overproduced chips can reduce the
profits and harm the reputation of the IP owner. Similar issues can arise from
out-of-spec/defective parts.

In this chapter, we shall focus on prevention of IC piracy/cloning, overproduc-
tion, and sourcing of out-of-spec/defective components. We begin by discussing the
issues associated with the fabless business model and then describe the approaches
that have been proposed to protect semiconductor companies and IP owners from IP
piracy, overproduction, and cloning. In contrast to Chap. 10, many of these methods
are “active” in the sense that they modify design functionality in a way that protects
the IP/ICs from the above threats rather than simply proving IP ownership.

Finally, we shall discuss Connecticut Secure Split-Test (CSST), a technique
which prevents sourcing of out-of-spec/defective ICs by untrusted foundry and
assembly in addition to cloned and overproduced ICs. CSST gives control over
testing back to the IP owner. In CSST, each chip and its scan chains are locked
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during test and only the IP owner can interpret the locked test results and unlock
passing chips. The IP owner will also be able to control the number of ICs unlocked.
In this way, CSST can prevent overproduced, defective, and cloned chips from
reaching the supply chain.

11.1 Fabless Business Model

Fabrication of an IC requires several complex and sensitive steps. The industry that
makes an IC is called a foundry or fab. Fabs require expensive, well-maintained
equipment and spaces that are completely uncontaminated to avoid catastrophic
yield losses. There is little one can do if a die is fabricated incorrectly. Continued
scaling and complexity of integrated circuits (ICs) have significantly increased the
manufacturing costs in the semiconductor industry. For example, moving from 32
to 28 nm technology node adds 40 % extra manufacturing cost [4–6, 9]. A new
semiconductor fab is expected to exceed US $ 5.0 billion by 2015 with large
recurring maintenance costs [4–6, 10]. It has been reported that a fab costs around
50 USD per chip for maintenance only.

Prior to the 1990s, fabs were not as expensive and all semiconductor companies
had their own fab. The semiconductor ecosystem has changed due to change in
semiconductor economy. As a result, most semiconductor companies have closed
their fabs [10] and now outsource the manufacturing in order to reduce the cost
per IC. This outsourcing model is called fabless business model. In this model,
semiconductor companies purchase excess foundry capacity from other fabs. Since
these contract gabs are more often located offshore this simultaneously results
in less control over IC fabrication by the IP owner and increases the number of
vulnerabilities.

Figure 11.1 shows the entire IC supply chain which includes design, fabrication,
assembly, and distribution. The design house creates their IP using a combi-
nation of in-house design teams, IP from third party vendors, and third party
design tools. Once the design has been synthesized and verified, the IP owner

Design Foundry Assembly Distribution
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Out-of-Spec/ Defective,

Trojan insertion
Tampered

Reverse-engineering

Overproduction
Out-of-Spec/ Defective
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Reverse-engineering

Counterfeit
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Fig. 11.1 IC supply chain and vulnerability
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creates a GDSII layout. The layout, test patterns, and correct test responses will
be provided to the contract fab. Typically, the IP owners will have little interaction
with their ICs and the fabrication/assembly process from this point forward. The
foundry develops a mask which is very expensive in order to manufacture the ICs
using photolithography. Once the chips are manufactured, the wafer is tested for
correct operation at the manufacturing site or other third party test facilities [6].
Failed die on the wafer are marked with permanent ink and discarded after die are
collected from wafer. Dies that pass testing are supposed to be sent to the assembly
where they will be packaged and then tested once more. Often, the packaged ICs
shall be sent directly from assembly to the market or to the IP owner’s vendors. It is
the responsibility of the assembly to ship only good ICs to the market in the volume
requested by the IP owner.

11.2 Fabless Supply Chain Vulnerabilities

The high cost of IP development puts the parties involved in IC manufacturing and
testing in a position where it is possible to profit from exploitation of the IP they
have been provided with. A GDSII file contains the whole IP design [4, 6]. Untrusted
entities in the fab can tamper with the GDSII. Untrusted fab can also overproduce
(i.e., produce more ICs than contracted to) and send out-of-spec/defective ICs into
the market (through lax or nonexistent testing). Similar attacks are possible at
assembly as well.

The shift to this horizontal business model and use of untrusted third parties
has brought major concerns to industry, governments, and consumers. Counterfeit
ICs can have a major impact on the security and reliability of critical applications.
They are of great concern to government and industry because of the life threatening
situations they create and the negative impact they can have on innovation, economic
growth, and employment. For the remainder of the chapter, we will focus on the
following counterfeit types and proposed mitigations:

• Overproduced: In the horizontal business model, any untrusted foundry/assem-
bly that has access to a designer’s IP can exceed the agreed volume contact and
sell the overproduced ICs on the grey/black market. This attack is economically
motivated because the fab can make a large profit without the IP development
costs incurred by the IP owner [3–5, 11].

• Cloned: A clone is an unauthorized production without a legal IP. Cloning can
be accomplished through IP theft, espionage, or reverse engineering. Reverse
engineering [12, 13] recovers unavailable specifications of integrated circuits
which can be used to reproduce ICs. For example, reverse engineering can be
accomplished by studying mask data of the IP. The mask data is then converted
to functional level through transistor level netlist and gate level abstraction.

• Out-of-Spec/Defective: There is no guarantee that untrusted fab or assembly
will perform IC testing correctly, or even at all. Such defective parts may exhibit
correct functionality for the most part and therefore be very difficult to spot in
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the supply chain. Untrusted foundry, assembly, and other third parties can use the
rejected or defective components to artificially increase yield or sell them on
the open market themselves. These components can pose a serious threat to the
quality and reliability of any system that incorporates them [3–5, 8, 14].

11.3 Background

11.3.1 Related Work

There has been extensive research to combat theft, cloning, and counterfeiting of ICs
committed by untrusted foundry. Active metering, logic obfuscation, source code
encryption, and bitstream encryption for FPGAs are the main existing solutions
to mitigate these attacks [9, 15–22]. Many of these schemes rely on “encryption”
of combinational logic and/or finite state machine (FSM) blocks that function as
locking mechanisms [15–17, 19–22]. In the case of locking mechanisms, only a
specific input vector (i.e., a unique key) unlocks a new IC so that it functions
correctly. To achieve this, extra logic blocks are inserted in the main design that
only become transparent with a valid key. For example, a group of extra finite states
are added in order to lock the FSM and only valid input sequence can bring the
modified FSM to the correct initial state in normal working mode.

Active metering [15, 16, 20, 21] allows the IP owner to lock and unlock each
IC remotely. The locking mechanism is often a function of the unique ID generated
for each IC by a physically unclonable function (PUF, [23, 24]). Only the IP owner
knows the transition table and can unlock the IC from this ID. In EPIC [21], each
IC is locked with randomly inserted XOR gates. The XOR gates will only become
transparent with the application of valid key (effectively unlocking the IC). In this
technique, a set of public/private keys needs to be generated by the IP owner,
foundry, and each IC. The primary objective of these approaches is to give the IP
owner control over the exact number of ICs that can enter the market by obfuscating
the correct behavior.

11.3.2 Challenges

The above techniques address only part of the IC counterfeiting problem, i.e.,
attacks by untrusted foundry, and completely ignore untrusted assembly. The
active metering techniques described above attempt to prevent counterfeits from
being produced; however, these techniques do not prevent the sourcing of out-of-
spec/defective parts because they require that the IC be activated before it can be
tested. The IP owner is required to provide the “key” to the IC before they know
that the IC is not defective and is within specification. This can allow the untrusted
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foundry to ship/sell defective or out-of-spec ICs, which have already been activated
by the IP owner. In addition, a foundry can request more keys than necessary from
the IP owner by claiming a low yield. Thus, the foundry can still overproduce to
some extent and place additional functional (defect-free) ICs in the market. Similar
actions can be repeated by the assembly responsible for packaging, testing, and
shipping the ICs to the market. Furthermore, there is no guarantee that untrusted fab
or assembly will perform IC testing correctly, or even at all. Such defective parts
may exhibit correct functionality for the most part and therefore be very difficult to
spot in the supply chain. To summarize, the shortcomings in the prior approaches
can potentially allow an untrusted foundry/assembly to ship cloned, overproduced,
and out-of-spec/defective ICs to the market.

11.4 Connecticut Secure Split-Test

11.4.1 Overview

Typically, IP owners have little interaction with their ICs after providing GDSII
files, test patterns, and corresponding responses to the foundry. After leaving the
foundry, tested die are sent to the assembly to be packaged and tested again. Often,
the ICs are sent directly from assembly to the market or to the IP owner’s vendors.
It is the responsibility of the assembly to ship only good ICs to the market in the
volume requested by the IP owner. Provided this background, the primary goal of
Connecticut Secure Split-Test (CSST) is to allow IP owners to reassert control over
these processes without being physically present at the foundry or assembly.

CSST addresses the untrusted production flow in two dimensions, (i) adding
CSST structures to the original design and (ii) providing communication from
IP owner to foundry/assembly. Through the added structures, each IC is locked
and its test responses are uniquely perturbed. The structures combined with the
communication protocols allow only the IP owner to examine test responses and
decide which ICs pass and which should be discarded. An IC will only become
functional once the IP owner has decided that it has passed the necessary tests at
assembly. Then and only then will the IP owner send a key back assembly to unlock
the IC and make it useable. Through CSST, out-of-spec/defective ICs are prevented
since the IP owner is the only entity with the authority and knowledge to pass an
IC. If an IC is still locked, it will be nonfunctional and clearly visible if found in the
supply chain. Overproduction can be prevented by how many keys are provided to
the foundry/assembly (thus limiting the number of passing, unlocked ICs). Finally,
cloning is prevented because only the IP owner can provide the correct key to unlock
(use) the IC. Otherwise, the IC will remain nonfunctional.

Locking and unlocking of the ICs is provided by functional-locking and scan-
locking blocks. The functional-locking block’s purpose is to ensure that only
unlocked ICs will have the correct functionality. The scan-locking block is used to
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perturb the test response so that an outsider cannot determine the true test response
from even an unlocked IC. The detailed steps of CSST are as follows (illustrated
in Fig. 11.2)

1. At the foundry, each IC in a wafer generates a random number (TRN) and stores
it internally in a one-time programmable (OTP) device. TRN is used by the
functional-locking block to lock the functionality and the scan-locking block
to internally perturb outputs from the scan chain. The TRN value is unique for
each IC and results in different perturbed responses for different ICs. Each IC
encrypts its TRN value internally using the IP owner’s public key and outputs
the encrypted TRN value to the fab. Hence, the foundry does not know the
unique TRN value which prevents the foundry/assembly from guessing the true
responses of the device.

2. The foundry applies test patterns to each wafer and collects the following
information: electronic chip IDs (ECIDs) of all die, encrypted TRNs (ciphertext),
and signatures from perturbed outputs of the scan chain. This information is sent
to the IP owner.

3. With this information, the IP owner determines which die in the wafer pass/fail
as follows. First, the TRN value is decrypted using the IP owner’s private key.
Note that since this key is only known to the IP owner, only the IP owner can
determine the TRNs for each die. Next, the IP owner will compute the signatures
associated with these TRNs. Finally, the IP owner will compare the signatures
computed to those sent by the fab. Those die with signatures that match the IP
owner’s are considered fault-free.

4. The foundry marks passing die based on the IP owner feedback and sends the
wafers to assembly where the wafers will be diced, packaged, and re-tested.

5. The IP owner sends a random number (RIP ) to the assembly that re-perturbs the
test outputs. This step prevents the assembly from replaying the correct perturbed
responses for passing ICs (obtained from fab or before packaging) and sending
them to the IP owner without testing the IC.
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6. The assembly applies the random number to the IC and receives the
corresponding response after testing. The response is different than the response
from the foundry because of the IP owner generated random number.

7. The assembly sends the signature from the perturbed responses with correspond-
ing ECIDs to the IP owner for a decision. Data for all ICs are sent in a single
session.

8. The IP owner checks the signature for each IC and decides which chips are
functionally correct. The IP owner also generates keys to unlock the passing ICs.
Note that these keys are a function of the TRN generated in Step 1 and the random
number generated in step 5 and are therefore unique to each IC.

9. A single message containing the ECIDs of the passing die and their associated
keys are sent to the assembly. Note that the IP owner can limit the number of
keys sent out thus preventing overproduction.

10. The assembly/distributor applies the keys (FKEYs) sent by the IP owner (stores
it in another OTP) to unlock functional block of the passing ICs. The key for
each IC is different. The ICs that are still locked are useless to the assembly and
clearly non-functional, thereby making them easy to detect if inserted into the
supply chain.

11.4.2 CSST Structure

CSST is composed of both functional-locking and scan locking blocks. The
functional locking mechanism ensures that the correct functionality of the IC is not
revealed in order to prevent IC piracy by ensuring that only unlocked ICs will have
the correct functionality. The scan-locking block ensures an untrusted party cannot
scan out test results from an IC in an attempt to modify, bypass, or attack the CSST
hardware. Even when the IC has received its functional key and is functioning
correctly, the scan-locking block will prevent any attacker from applying patterns
and observing the IC’s responses.

11.4.2.1 Functional-Locking Block

The functional-locking block is used to lock the functionality of an IC to prevent
IC piracy and out-of-spec/defective counterfeits. Basically, an IC that is locked will
operate very differently than it’s supposed to, thereby making it easy to spot in the
supply chain (if defective) and impossible to use (if cloned). Figure 11.3 shows the
functional-locking block of CSST. The functional-locking block consists of XORF

mask, which is a series of m 3-input randomly inserted XORs, a TRNG, and two
OTPs (OTP1 and OTP2).

XOR Mask The “XORF mask” is a series of m 3-input XOR gates which are
inserted into non-critical paths of an, otherwise, unmodified circuit. XORF s have
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three inputs IN0, IN1, and IN2. While IN0 is connected to circuit paths, XORF s
receive m-bit inputs as IN1 and IN2 with potential to modify the circuit. If the
two inputs, IN1 and IN2, are the same, that particular part of the XORF mask
will act as a buffer. If the two inputs are different, the XORF will act as an
inverter. The placement of these XORF s into the circuit dictates how they will
affect the circuit. Hence, XORF s are placed at the inputs of the scan flip-flops in the
circuit. Random XORF s at the scan flip-flop inputs, as shown in Fig. 11.3, invert
the circuit’s response as it is being captured by the scan flip-flops. The effect of
having the inverting XORF s at the scan flip-flop inputs is that some scan flip-flops
may be capturing an inverted value of the actual response. Exactly which flip-flops
are affected is determined by the two m-bit inputs IN1 and IN2. This property is
useful as it means that the ICs can still be tested, and the test results are related to
IN1 and IN2. Knowing the values for IN1 and IN2 allows the IP owner to know
which test outputs should be inverted. Finding the correct test responses requires
simple bit flipping and has negligible test time overhead.

True Random Number Generator Various true random number generators
(TRNGs) have been designed [25, 26] for insertion in ICs. In digital circuits, TRNGs
use physical phenomena such as clock jitter, temperature, power supply noise, etc.,
as a source of entropy. True Random Numbers (TRNs) cannot be predicted or
algorithmically created by an attacker, even if the attacker has access to the design.
An important quality of a TRNG is its unpredictable randomness. Since TRNGs
have no stability requirement, they are usually smaller, and less complex than
PUFs. TRN will be different for each IC but must remain constant throughout the
IC’s lifetime. However, TRNGs output different TRNs every time they are accessed
and PUFs will not provide a stable and unique output every time it is activated due
to its sensitivity to noise, temperature, and aging [23, 24]. To address this issue, the
first time TRNG is accessed after manufacturing the TRN value will be stored into
a one-time programmable memory (OTP) or polyfuse; the XORF input IN1 will
therefore be connected to this memory rather than TRNG directly. Using OTP to
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store TRN solves the issue of stability with TRNG or PUF is nonexistent since the
value in memory will always be constant. With an m-bit XORF , mask IN1 must
be an m-bit random value. In order to reduce memory size and area overhead, a
smaller k-bit random value can be used, k-bit value is then be repeated p times to
enable m XORF s (m D p:k).

RSA Asymmetric Encryption The RSA asymmetric cryptographic algorithm is a
public-key cryptographic system, which means that the encryption and decryption
processes are performed using different keys. Hence, we use an industry-verified
secure implementation of the RSA algorithm that implements the many security
standards relating to the algorithm, such as the PKCS #1 standard [27]. During
manufacturing, an RSA public key is embedded into the design in read-only
memory; this public key will be the same for all circuits. Due to the asymmetric
nature of RSA, using the same public key or allowing the foundry to read the public
key does not pose a risk to CSST as [28] and [29] have proven that computing the
RSA private key from its corresponding RSA public key is as complex as factoring
RSA’s modulus n into its prime factors.

Working Principle TRN is stored in OTP1 so that it remains constant over the
IC’s lifetime. TRN is divided into three parts, TF1, TF 2, and TS . The TF1 and TF 2

are used to lock the IC functionality via XORF . An XOR acts like a buffer when it’s
other input experiences ‘0’ and acts like an inverter with ‘1’. TS is used to control a
scrambling block in the modified scan-locking block (see Sect. 11.4.2.2). A 3-input
XORF is used to send the value of circuit path directly or inversely for functional
locking. IN0 and IN1 are connected directly to the circuit path and TF1 respectively.
OTP2 is initially set to all 0s or all 1s which is known to the IP owner. The TF 2 and
output of OTP2 are XORed and connected to IN2. Initially, the value of OTP2 is
all 0s or all 1s. The contents of OTP2 are XORed with TF 2. Hence, IN2 receives
either TF 2 or T 0F 2 depending on all 0s or all 1s in OTP2. Depending on TF1 and TF 2,
the XORF s act like inverters or buffers. IN1 and IN2 are made different so the IC
remains locked. To unlock the IC, IP owner sends an FKEY in such a way that
IN1 and IN2 receive same value and XORF s become transparent. Only TOTP 2 D
FKEY D TF1 ˚ TF 2 satisfies this condition. FKEY can be generated only by
the IP owner who knows TRN , is unique for each chip, and it does not reveal
any information about TRN . Note that in this design, one can trade-off OTP size
with security by (1) using smaller k-length TF1, TF 2, and (2) OTP2 broadcasting
m XORF s p times such that m D p � k where p is an integer.

11.4.2.2 Scan-Locking Block in CSST

The scan-locking block is used to perturb the test response so that an outsider
cannot determine the true test response from even an unlocked IC. Figure 11.4b
shows the scan-locking block. The yellow blocks represent the scan-chain of
the design and the test structure commonly used in practice while the rest are
required to implement CSST. Test data compression is required to overcome
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the limitations of the automatic test equipment (ATE). The outputs of the scan
chains are scrambled through a scrambling block (SB) in order to perturb the
functionally locked/unlocked response. The output of scrambling block (SB) is sent
through SO-XOR blocks for further perturbation. Scrambling blocks are an essential
component in telecommunication and microprocessor communication [30].

The scrambling block can be completely shuffled or partially shuffled. Complete
scrambling block (CSB) is designed such that all inputs to the block can potentially
go to any output pin received by a compaction circuit. On the other hand, a
partial scrambling block (PSB) is designed in such a way that an input to the
scrambling block is connected with only NSB different outputs. Non-blocking
crossbar switch [30] is a strong candidate for the scrambling block and can be
designed with pass transistors or transmission gates. The security strength depends
on the type of shuffling block. A CSB will provide maximum security but higher
cost. Alternatively, by using PSB, NSB can be tuned with the consideration of area
overhead and desired security strength.

The scrambling block’s controlling unit (SBCU) assures that all inputs to the
scrambling block, either CSB or PSB, are seen at the output. The logic of SBCU
depends on the PSB or CSB structure and number of scan chains (NSC ). The output
of LFSR, which controls the SBCU, changes in each clock cycle and depends on
initial seed, TSIP =TS ˚ TIP , which is known by the IP owner only. TIP is the
value stored in OTP3. In foundry, TIP is set to all 0s or all 1s. But in assembly,
the IP owner sends a random number, RIP , independent to IC and TRN value. The
initial seed of LFSR, TSIP , is different for assembly and foundry for the same IC;
hence SBCU performs different scrambling.

The output of CSB/PSB is sent through an SO-XOR block to add another layer
of security. The scrambling block has to be ready before intermediate output of scan
chain, SOIN , is ready. In order to avoid timing failure, LFSR can be activated in the
negative clock edge so that scrambling block is ready and SOIN can pass through it.
The SO-XOR block is controlled by TSIP . Depending on the second input of
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XOR in SO-XOR block, the output of scrambling block flips or goes transparent.
The scrambling block and SO-XOR block make it impossible for untrusted fab and
untrusted assembly to determine the correct output responses.

Alternative Placement of SB The size of scan chains increases with gate-counts
and flip-flops but ATE has only limited number of channels. Compaction circuitry,
such as MISR, is commonly used to compact the scan-chain responses and support
the ATE. The CSB in CSST provides the best security level but requires large area.
The cost reduces with the size of CSB; for example, a 10�10 complete shuffle
crossbar switch requires 100 transmission gates whereas a 4�4 requires 16. In order
to reduce the cost with lesser impact on security, CSB can be placed after the
compactor (we refer to this as alternative place). An r W 1 compactor reduces r2

times area for scrambling block.

11.4.3 Experimental Results and Analysis of CSST

In this section, we discuss the security provided by CSST and CSST’s resistance
to attacks.

11.4.3.1 Security Enhancement

CSST has important security features such as tunable locking blocks. CSST uses
two layers of security for both locked and unlocked ICs. The first layer consists
of the scrambling block that permutes the output of the scan chains in a different
way for every test pattern based on the LFSR seed, TSIP . The second layer contains
XORs between MISR and output of original scan chains. The first and second layers
of CSST can be tuned to trade off security and cost. The scrambling block could be
a CSB for highest security but with highest cost. The scrambling block could also be
a PSB with variable NSB . Smaller NSB reduces the number of possible permutations
which decreases the security. Designing SB to minimize cost will be investigated in
future work. The number of XORs in the second layer can be tuned in both CSST
and CSST. Below we perform experiments to capture the security and tradeoffs
between these parameters.

The hamming distance (HD) is a popular metric to analyze the security strength.
The average %HD between the actual response and captured response from
modified scan-locking block is presented in Tables 11.1 and 11.3. A 	 50 % HD
is hard to predict and represents high security while 	 0 % or 	 100 % HD
is easy to predict. The IC was a synthesized implementation of the ISCAS’89
benchmark s38417 and ITC’99 benchmark b19. The result shows that the modified-
scan-locking block can perturb the actual responses regardless of the size of the IC.
s38417 and b19 have 10 and 50 scan chains respectively. Security is enhanced in
CSST by both shuffling block and SO-XOR block.
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Table 11.1 Hamming distance comparison for different number of XORs in SO-
XOR block (NSB D NSC =2 i.e. 50 % of total scan chains are passed through
scrambling block)

NSO�XOR %HD

(10–50 % of SB Before Compaction

NSC ) CSST NSB D NSC =2 SB after Compaction

s38417 b19 s38417 b19 s38417 b19 s38417 b19

1 5 9.06 9.91 29.29 38.18 42.87 43.76

2 10 19.66 13.61 40.01 43.69 46.41 48.12

3 15 22.89 20.54 48.73 49.31 47.12 47.78

4 20 25.79 26.66 47.44 49.31 49.31 48.89

5 25 36.36 36.43 50.03 49.31 50.03 50.00

6 30 46.46 39.87 45.63 50.00 49.31 48.89

7 35 47.44 43.69 47.44 49.31 50.03 50.00

8 40 49.31 48.89 50.03 50.00 50.03 50.00

Table 11.2 %HD analysis of
CSST with CSB at alternative
place for different compaction
ration, r, of a compactor
NSO�XOR D NSC =2

Benchmark s38417 b19

Compaction ratio, r 2 5 5 10

%HD (Foundry) 42.04 44.59 48.41 49.04

%HD (Foundry, Assembly) 28.17 36.47 39.82 42.04

Table 11.3 Hamming distance analysis for different scrambling blocks in CSST with
NSO�XOR D NSC =2

Benchmark s38417 b19

NSB 2 3 5 10 5 10 25 50

%HD (Foundry) 42.04 44.59 50.03 50.03 48.07 48.84 49.31 50.00

%HD (Foundry, Assembly) 28.17 36.47 39.82 42.04 31.84 37.81 44.59 48.41

Table 11.1 shows the effectiveness of scrambling block in CSST. The result
shows that for NSB D NSC =2 there is a huge shift of hamming distance to
ideal value (50 %). The location of SB impacts the security of whole system.
The SB can be placed between the scan chain and compaction circuit or after the
compaction unit (alternative place) to reduce the area overhead. The result shows
that SB in alternative place gives better hamming distance due to the effectiveness
of shuffling block.

Table 11.2 shows the effect of placing SB at alternative place for different
compact ratio of MISR (compactor). Placing SB at alternative place offers high
quality security with lower area overhead. The total number of XORs, NSO�XOR, in
SO-XOR block were varied to understand the effectiveness of SO-XOR block. The
result shows that different NSO�XOR values are required for different benchmarks.

Table 11.3 shows the effectiveness of scrambling block and RIP . The results
show that NSB D 10 % NSC can achieve ideal hamming distance. Same die
gives different responses from foundry to assembly because the random number,
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RIP , provided by IP owner scrambles the response differently. The last row of
Table 11.3 shows that foundry and assembly possess significant hamming distance
between responses for same IC. The scrambling block usually takes large area in
CSST but high security can be achieved by tuning SO-XOR block and scrambling
block. Tables 11.1 and 11.3 show that the desired security with lowest area can be
achieved by activating both PSB and partial SO-XOR block. The result shows that
NSB D 50 % NSC and NSO�XOR D 50 % of other NSC ensures maximum security.

11.4.3.2 Attack Analysis

Overall, CSST significantly increases the security of the IC supply chain. It is worth
analyzing the possible attacks on this technique and the security that CSST provides.
Different attacks would include: (1) attacks on the design (direct attacks), (2) attacks
to modify the netlist (tampering attacks), (3) attacks which attempt to deceive the IP
owner or avoid the technique (circumvention attacks), (4) hardware-based attacks
that attempt to remove the CSST blocks (removal attacks), and (5) Unlocked IC
attacks.

Direct Attacks Connecticut Secure Split-Test is relatively resilient to direct
attacks. Each IC requires one key to reach a fully functional state, and from a
hardware perspective it would be easy to have a single output pin which indicates
whether or not the IC is in that state. The problem of finding a key that puts
the IC into a fully functional state is equivalent to the problem of bypassing RSA.
An attacker who tries to bypass this technique would have two options: (i) randomly
generate potential keys in the hopes that they find one which works for a known
TRN, or (ii) factor the public modulus into its component primes so that they can
find the private key themselves and instantly generate the correct key. Both of these
attacks are proven to be difficult. The first one would require billions of iterations
since a key of length xwould have 2x possibilities. The second attack is equivalent
to attacking RSA which has not been successful yet and is extremely difficult as
shown in [31].

Circumvention Attacks Attacks which try to bypass CSST do not fully defeat
the technique. If an attacker has knowledge of which XORF s and SO-XORs in
the circuit have been activated by the key/TRN combination used, the attacker
could figure out which responses have been inverted. The attacker could change
the responses obtained in order to make the IC pass the test. The IP owner would
then pass the. This attack could be done at three different stages: (i) at the foundry,
(ii) at the assembly, or (iii) both foundry and assembly working together. If the
attack occurs at the foundry, the bad IC will be sent to the assembly, where the same
tests are applied using the same TKEY. This time, the IC will fail and the IP owner
knows to discard the IC. Additionally, the IP owner will see that the foundry sent a
failing IC to the assembly, raising a red flag about the integrity of the foundry. If the
attack occurs at the assembly, the IP owner will be able to know results are being
changed because the same tests were done by the foundry using the same TKEY.
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Any mismatch in results between foundry and assembly can detect an attack on the
IC and the IP owner will know to discard and not send a final FKEY for that IC.
In the third case of collusion between foundry and assembly, using the same TKEY
will not prevent the attack. However, if different TKEYs are used for the foundry
and assembly, the attacker has to figure out the difference between the TKEYs in
order to know which outputs to change. This task is the same as cracking RSA
which, as mentioned before, is infeasible for large keys.

Tampering Attacks An attacker could try to re-route the outputs from TRNG to
go directly to the output of RSA, bypassing the RSA decryption needed to activate
the IC. We acknowledge that this attack could compromise the system; however,
rather than defining separate blocks for each component, the components can be
synthesized and optimized with the design in order to obfuscate the components
and their functionality, e.g., generate a flat netlist. The XORF mask can also be
hidden into the design during synthesis. To prevent the attacker from figuring out
the location of the XORF mask, other gates or a combination of gates (NAND,
NOR, etc.) can be used instead of XORs. Using other gates would not change
the design or effectiveness of CSST, but would make it almost impossible to find
which gates belong to CSST. Obfuscation makes the task of finding the individual
CSST components difficult and helps prevent attacks. However, it is important to
note that attacks to re-route nets or bypass gates from the XORF mask require
a high degree of sophistication such as high technical background, access to
the design files, knowledge of circuits functionality, multiple resources, and time.
These aspects of the attack alone deter many of the counterfeit attacks because
current overproduction or selling of defective ICs does not require any level of
sophistication.

Removal Attacks It is possible that the foundry may try to remove some or all of
the hardware needed by this technique. Exactly how much they can remove depends
on how much they know about the logic design of the IC. For example, they could
not blindly remove any XOR gate whose output connects to a flip-flop input; they
would have to know whether or not the XOR gate was part of the XORF mask.
Attacks aimed to tamper with or remove the TRNG block or RSA block would have
to be very carefully designed to avoid detection. This is especially true because,
as specified, this technique implements a basic metering methodology that requires
foundries to report each IC back to the IP owner and requires that the IP owner
provide a working key for the IC. Attacks that altered the way that the TRNG or
RSA blocks worked would also have to avoid communications with the IP owner,
as the TRNG and RSA blocks directly affect the scan output during testing.

Unlocked-IC Attacks CSST is resilient to attacks using unlocked ICs. With the
scan-locking block, the IC manufacturers cannot run the test vectors on the unlocked
IC to determine the response as the inputs of some scan chains are inverted using
SCB. As a result, an attacker cannot obtain any information from an unlocked IC.

Flush and Shifting Attack Flush test is performed to find any defects in a scan
chain. In flush test, a selected flush pattern (e.g. 11001100 or 111111, or 000000)
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is shifted all the way through scan chain input and expect to get the same pattern
arriving at the output. An attacker might try to shift in all 0s or all 1s to obtain
the functionality of scan-locking block (specifically, TS ), but CSB and PSB make it
nearly impossible.

Graph Isomorphism Attack Liu and Wang [9] described that this potential attack
can reveal the locking mechanism. But in CSST, an adversary does not know the
functionality of the logic network as he/she does not get the exact test response from
testing because of scan-locking block. Another potential attack is that the untrusted
foundry will send random encrypted TRN to get idea about correct response.
However, whenever IP owner receives the wrong TRN , it won’t pass the IC.
Several attempts could be viewed as low yield and hence harm the reputation of
the foundry/assembly.

OTP Attack An adversary might change the OTP value to all 0s or to all 1s to
make the XORF transparent. To prevent this attack, XORF block is implemented
by inserting both XOR and XNOR randomly. In order to prevent such attacks in
scan chain, LFSR can also be designed in such a way that for all 0s it does not
output all 0s and SO-XOR block might be built using both XOR and XNOR.

11.4.3.3 Overhead and Coverage

Coverage Analysis Due to the added circuitry, there will be additional faults
introduced to the IC. Fault simulation done on RSA has shown that this circuit
can achieve 95.83 % test coverage with only 960 random patterns. These results
show that the same random tests used on the IC in built-in self-test (BIST) mode
can be used to test RSA and obtain a high fault coverage. Note that generally it is
recommended to use BIST for testing cryptographic hardware in a secure IC because
of its increased security over test application from tester [32]. As for TRNG, no test
is necessary to detect faults in it. The purpose of TRNG is to create random values,
these values are stored in memory. Any faults in TRNG do not matter since its
output is random. The XORF masks will introduce four faults per XOR after fault
collapsing. Since the XORF mask is inserted at the input of scan flip-flops, i.e.,
at the output of the combinational logic, these faults are highly observable , which
indicates they are closest to the scan flip-flops capturing their responses and are easy
to detect.

Test Time Overhead Analysis CSST does not need much extra test time because
of simple communication between IP owner and foundry/assembly. The entire
process easily lends itself to automation as well.

Area Overhead We calculated the area overhead as follows. RSA can take k-bit
input and gives k-bit output provided that the length of the public key, Kpub , is also
k bits. RSA encryption’s throughput and speed is higher than RSA decryption and
requires less area overhead [28]. The modified functional-locking block requires
m XORF s where m D p � k and p is an integer. Each of k-bit TF1 and k-bit TF 2,
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and k-bit TOTP 2 can be broadcast p times in order to connect all m XORF s. Ring
oscillator based TRNG is easy to implement and does not need to add additional
circuitry as k increases. The size of LFSR depends on the size of scrambling block
and the size of scrambling block depends on NSB and total number of scan chains,
NSC . NSB D NSC for a CSB and NSB < NSC for a PSB. The size of SBCU
depends on NSC and structure of scrambling block.

Table 11.4 shows the area overhead of CSST. The result shows that CSST is
a strong function of NSB and NSC . The size of scrambling block, LFSR, and
SBCU depend on the number of scan chains, NSC . The main cost of modified scan-
locking block is scrambling block and SBCU. The area overhead can be reduced by
placing CSB after compaction unit. The area overhead for placing CSB at alternative
place depends on the compact ratio of a compactor. The result shows that the area
overhead is reduced significantly if CSB is placed after compactor.

11.5 Summary

The emergence of a horizontal business model for IC production has led to new
vulnerabilities in the supply chain. Once a design gets to the foundry/assembly
stage, the design house has minimal, if any, control over what the foundry/assembly
does or does not do. Hence, if left unchecked, untrusted foundries and assem-
blies can potentially source overproduced, defective/out-of-spec, and cloned ICs.
In order to combat IC piracy and issues of trust between the design house and
the foundry/assembly, countermeasures such as hardware metering were intro-
duced. Such techniques require that the ICs produced in the foundry/assembly be
“unlocked” by the design house. Unfortunately, such techniques unlock the chips
before they are tested by the foundry and assembly. Hence, the design house would
not be able to truly control the number of (nondefective or defective) ICs that enter
the supply chain. The CSST technique, however, combats all these IP piracy issues
by allowing the design house to both authenticate and verify the IC functionality.
By incorporating structures such as functional locking blocks and scan-locking
blocks into the design of the IC and enabling an effective communication flow, the
design house can “see” the ICs as they are being tested in the assembly/foundry and
decide whether to accept or reject an IC. No one but the IP owner can differentiate
between passing and failing dies, and unlock passing chips. Those chips that do not
pass testing and remain locked are clearly visible in the supply chain. In addition,
CSST offers better security in terms of resistance to attacks/circumvention and more
tunable parameters to scale the security than prior approaches.
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Chapter 12
Chip ID

To prevent the widespread infiltration of counterfeit parts, traceability of electronic
components in the supply chain demands more attention. Due to globalization,
these components are now manufactured and assembled across the world. Thus,
it is necessary to trace the origin of a component to validate the authenticity of
its manufacturer. It is clearly mentioned in SAE aerospace standard AS5553 [1]
that users should require their suppliers to trace components back to the original
component manufacturers (OCMs). However, traceability has been obscured due to
(i) high complexity of the component supply chain. For example, there are thousands
of different types of components with different types (analog, digital, and mixed-
signal) and sizes (small, medium, and large) present in the supply chain [2, 3];
(ii) different cultures and national interests across the globe. The work cultures
differ across countries. Thus, different rules and regulations are imposed while
manufacturing components; and (iii) the lack of low-cost secure solutions to track
and trace each component. The pre-existing markings on the components can be
easily copied and reprinted on the component.

Traceability requires a unique identification number (ID) to track and trace each
component throughout the supply chain. The ID can be marked on the die (die ID)
or on the package (package ID) of a component. In this chapter, we will first discuss
die ID using physically unclonable functions (PUFs) and their challenges and
limitations. We will then introduce four different package IDs for the traceability of
electronic components: encrypted QR codes, DNA markings, nanorods, and coating
physical unclonable functions (PUFs). For each ID, we describe their challenges and
limitations for the detection of counterfeit components.
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12.1 General Requirements of Chip ID

To ensure the authenticity of a component, it is necessary to create an industry
standard marking protocol for the chip ID. The chip ID should consist of two
parts—fixed part and variable part. The fixed part should contain all the relevant
information to identify the part type and its source (e.g., date/lot code, manufacturer
ID, country of origin, etc. mentioned in Section 3.9.5 of MIL-PRF-38534H [4]). The
variable part should contain a unique identification number to differentiate between
two components of same and/or different types. To efficiently detect counterfeit
components, the chip ID should satisfy the following criteria:

i. Uniqueness: This is a measure of uncorrelatedness or dissimilarity between two
chip IDs. Ideally, the bits in two IDs should differ with a probability of 0.5
under the same test conditions. Making the IDs more unique reduces the aliasing
effect, i.e., having the same ID for two or more components, in the component
supply chain. Uniqueness does not help to detect counterfeit components as it
does not provide any protection against copying and printing. However, it does
provide a unique identity of a component in the supply chain.

ii. Unclonability: This is a measure of the difficulty to reproduce the same ID.
A chip ID is unclonable if it is practically impossible to generate the same ID
after observing one. If the counterfeiter can reproduce an ID, it would make the
ID vulnerable to counterfeiting. Multiple copies of one ID could be printed on
different counterfeit components. As a result, the adoption of such vulnerable
IDs will be extremely risky as test escapes and counterfeit components could
find their way into the supply chain. The unclonable property of IDs provides
them with the necessary resistance against cloning.

iii. Manufacturability: The creation of chip IDs needs to be a stand-alone process.
It should not drastically intervene with any manufacturing (fabrication and
packaging) steps of a component. The generation of IDs should be seamlessly
integrated with the manufacturing process. For package IDs, one should be able
to evaluate the reliability of a component after the ID is printed on it.

iv. Reliability: The chip ID should be reliable and stable in all operating conditions,
such as temperature, humidity, vibration, etc., specified for a component.
Package IDs need to withstand the temperature variations specified for the
device class. For example, the marking should remain intact during �55ıC to
125ıC for military grade components. The ID must be robust enough to travel
with and remain unchanged during the entire length of component’s lifetime.

v. Cost Effectiveness: The chip ID should be cost effective. It should not incur
considerable extra costs. Otherwise, universal adoption will not be possible due
to the sheer number of parts, ranging in value from a few cents to hundreds of
dollars, available in the component supply chain.

vi. Ease-of-Use: It should be easy to measure and/or decode all the relevant
information in an ID. For example, package IDs should be verifiable with a
simple hand-held measurement instrument and at any point along the supply
chain.
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12.2 Die ID

Techniques to generate die IDs are based on extracting unique features and
parameters from a circuit to help uniquely identify each chip or embedding a
unique ID into the chip during or after fabrication and test. The conventional
approach includes writing the unique ID into a non-programmable memory, such
as One-Time-Programmable (OTP), ROM, etc., or using post-fabrication external
programming techniques, such as laser fuses [5] or electrical fuses (eFuses) [6].
However, the IDs generated by this method are static and vulnerable to different
attacks, such as cloning and tampering. To mitigate this problem, physically
unclonable functions (PUFs) were proposed to generate non-static IDs that are
resistant to cloning and tampering. In this section, we will briefly describe different
PUFs used for generating unique die IDs.

12.2.1 Physically Unclonable Functions (PUFs)

Random physical features such as fingerprints, which are unique to each individual
and difficult to remove/duplicate, have a long history of use in biometrics. PUFs
are analogous to fingerprints and have gained popularity in recent years. In essence,
PUFs serve as “silicon fingerprint” that can uniquely identify each die/chip. As the
PUFs are designed within the die, we categorized the IDs generated by PUFs as
die IDs.

Silicon PUFs were first proposed by researchers at MIT in [7] as a way
to identify ICs. Due to variations occurring in the manufacturing process, each
fabricated instance of a design in silicon has slightly different physical features
and performance characteristics. A silicon PUF is a special circuit embedded in
an IC that extracts the IC’s random characteristics to generate a unique signature,
or identifier [8–10]. Before we discuss the operation of basic PUF structures, it
is necessary to note some terminologies that are associated with PUFs. Inputs
and outputs of PUF circuits are typically referred to as challenges and responses
respectively. An applied challenge and its measured response are referred to as a
challenge-response pair (CRP). We refer to all the PUF response bits as the PUF
signature.

Silicon PUFs have properties that make them exceptional candidates to thwart
counterfeiting attacks [10]. First, since many of the fabrication variations in a die
are random, the unique signature generated by a PUF cannot be cloned or replicated,
even by the manufacturer. Thus, in order to obtain the PUF’s signature, one must
have or have previously been in physical possession of the IC containing the PUF.
Second, the PUF technology is tamper resistant because any attempt to physically
tamper with the IC may harm the IC’s physical features and modify its associated
performance characteristics. For example, if an attacker attempted to steal the PUF
key through microprobing, the de-metalization and delayering steps would destroy
or modify the key, thereby leaving the attacker empty-handed.
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12.2.2 PUF Structures

There are two main types of silicon PUFs discussed in the literature [10]:
delay-based PUFs and memory-based PUFs. Delay-based PUFs use race conditions
to extract variations of wire and gate delays to generate PUF signatures. Examples
include the arbiter PUF [8], Ring Oscillator (RO) PUF [8], and aging-resistant
RO-PUF [11]. Memory-based PUFs exploit the random settling behavior of volatile
memory elements to generate PUF signatures. SRAM PUF [9] is an example
memory-based PUFs. In the subsections below, we will describe arbiter PUF, RO
PUF, and SRAM PUF in detail.

12.2.2.1 Arbiter PUF

The Arbiter PUF [7] was the first silicon PUF realized in an IC. The arbiter PUF
sets up two paths (designed symmetrically for same intended path delay) and uses
a race condition to generate a 1-bit output (response) as follows. The two paths are
simultaneously asserted with an input pulse. At the end of the paths, an “Arbiter”
determines which asserted path won the race. If the pulse reaches the output of the
first path faster, the Arbiter outputs a logic 1 (HI). Otherwise, it outputs a logic
0 (LO). The output/response depends on the delay present in both paths and is a
function of the variations experienced by an IC during fabrication.

The Arbiter PUF structure is shown in Fig. 12.1b. Each path consists of a set of
stages with each stage containing a switch circuit. The switch circuit is composed of
two MUXs (see Fig. 12.1a) which are controlled by a challenge bit. The challenge
bit determines which paths the input signals take within each switch. For example,
with a challenge bit set as LO, the input signals will continue to the output along
their current paths. When the challenge bit is set HI, the signals will switch paths.
To illustrate, the paths to a particular challenge are shown in Fig. 12.1c. Due to the
variations occurring in the manufacturing process, the delays of each path within
the switches will vary among ICs. Hence, the propagation time through both of the
selected paths is random. The arbiter at the end of the paths is typically implemented
with a D-latch.

While the Arbiter PUF was the first PUF proposed in the literature, a robust
Arbiter PUF is tough to achieve in practice. First, to generate a correct response, the
timing difference between the two paths has to satisfy the setup time and hold time
requirements of the D-latch. Second, the routing of both paths must be perfectly
symmetric which can be difficult to obtain in practice [12], especially in FPGAs.
Without symmetric routing, the PUF response bits are biased towards one value
(LO or HI). Finally, it is been shown that after observing a number of CRPs,
simple machine-learning techniques can be used to predict PUF responses to unseen
challenges with relatively high accuracy [10]. This flaw could allow attackers to
determine a PUF response to a new challenge without being in possession of the IC.
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Fig. 12.1 (a) A switch block constructed with multiplexers (MUXs) controlled by a challenge bit;
(b) The architecture of an arbiter PUF; (c) Effects of challenge bits on paths to the arbiter

Fig. 12.2 Ring Oscillator (RO) and Ring Oscillator PUF (RO-PUF)

12.2.2.2 Ring Oscillator PUF (RO-PUF)

The Ring Oscillator PUF (RO-PUF) is a delay-based PUF structure that is easier to
implement than the Arbiter PUF.

A ring oscillator (RO) circuit consists of an odd number of inverters as shown
in Fig. 12.2. The oscillation frequency of an RO is determined by the total
delay of its inverters. Due to process variations, the precise frequency is random
and IC dependent. An RO-PUF generates signature bits by comparing oscillation
frequencies of two or more ROs. A common RO-PUF architecture is shown in
Fig. 12.2 [8] and functions as follows. The RO-PUF contains a fixed number of
ROs, which are each expected to have slightly different delay/frequency due to



248 12 Chip ID

process variation. A challenge (input) to the RO-PUF selects two of the ROs.
The frequencies of the selected ROs are compared and the response is one bit: a logic
0 (logic 1) if the upper (lower) RO has higher frequency than the lower (upper) RO.

The frequencies of the selected ROs can be obtained quite easily using standard
digital components. An edge detector detects the rising edges in output oscillations
and a digital counter counts the number of edges over a period of time. A comparator
can be used to compare the total number of edges (/ frequencies) of the two ROs.

12.2.2.3 Aging-Resistant Ring Oscillator (ARO) PUF

The aging-resistant PUF was proposed in [11] to improve reliability which is a
major issue in conventional RO-PUF. Like the RO-PUF, a pair of aging-resistant
ROs (AROs) are selected by an applied challenge and compared to generate the
unique ID. Although the architecture of the ARO-PUF is similar to the RO-PUF,
the structures of ring oscillators used in it are different. Figure 12.3a shows the
structure of the ARO.

The degradation of an IC due to aging can be attributed to negative bias
temperature instability (NBTI) [13, 14] and hot carrier injection (HCI) [15, 16]
which is prominent in PMOS and NMOS devices respectively (as described in

a

b

c

Fig. 12.3 Ring oscillators used in ARO-PUF and operating modes. (a) Aging-resistant RO (ARO).
(b) Oscillation mode. (c) Non-oscillation mode
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Chap. 3). This degradation depends on threshold voltage, the input stress (DC or
AC), size, load, operating temperature, and supply voltage. When a PMOS transistor
receives ‘0’ at the gate, it is NBTI stressed and degrades. On the other-hand, when
it faces ‘1’, it recovers parts of the NBTI-induced degradation. HCI effect, however,
is due to switching between ‘0’ and ‘1’ on an NMOS transistor. The AROs remain
in the oscillation mode during the generation of PUF responses (see Fig. 12.3b)
and degrades during the measurement. As this time is practically small, the aging
experienced by the AROs due to NBTI and HCI are extremely small. Rest of the
time the AROs remain in the non-oscillation mode (see Fig. 12.3c) where the gate
of all the PMOS transistors are experiencing a logic ‘1’ and there is no switching
(no HCI) in the inverter chain.

12.2.2.4 SRAM PUF

An SRAM cell is a circuit that stores one bit of information. A typical SRAM
cell consists of cross-coupled inverters (M1,M2 and M3,M4) and access transistors
(M5 and M6) as shown in Fig. 12.4. During typical operation, the inverters drive the
output nodes (labeled A and A0 in Fig. 12.4) to opposing logic values. The SRAM
cell stores a LO when A; A0 D 0; 1V and a HI when A; A0 D 1; 0V. The access
transistors are used to either overwrite or read the bit contained in the SRAM cell.

An SRAM cell exhibits random behavior when reset: (i) when the cell’s power
supply is off (Vdd D Vgnd), it enters into an unstable state where A D A0 D 0V; (ii)
when power is re-applied to the cell, it transitions from the unstable state into one
of the two stable states (LO or HI). The transition to a stable state depends on the
parameters (channel length, channel width, threshold voltage, etc.) of each transistor
in the cell. Due to manufacturing variations, all these parameters are random and
result in a tendency towards one of the stable states after power is reset. An SRAM
PUF exploits the random settling behavior of a group of SRAM cells. The challenge
(input) to the PUF selects a subset of the SRAM cells to power off. Response bits
are the resulting logic values of the selected cells when power is re-applied.

Fig. 12.4 SRAM cell and parameter mismatch between M1 and M3 (�L, �Vth)
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12.2.3 PUF Quality and Metrics

For use in many practical applications, there are three properties that are very
important for PUFs [17]:

i. Uniqueness: In order for a PUF signature to be used as a form of identity, any
particular challenge should result in a large difference in responses of any two
PUF instances (in separate devices). A typical measure for uniqueness is mean
inter-distance [18]

dinter.C / D 2

k.k � 1/

k�1X

iD1

kX

jDiC1

HD.ri ; rj /

m
� 100% (12.1)

where HD.ri ; rj / is the hamming distance between any two responses ri

and rj from different PUFs to the same challenge C ; k is the number of
chips/devices in the population under test; and m is the number of bits per
response. The optimal dinter.C / is 50 %.

ii. Reliability: The response of a particular PUF instance for the same chal-
lenge may vary due to temporal variations. However, one desires relatively
stable responses so that the PUF can re-generate its key/identifier. A common
measure for reliability is mean intra-distance. This is calculated by collecting
s samples of a response at different operating conditions (supply voltage,
temperature, etc.) and computing [18]

dintra.C / D 1

s

sX

jD1

HD.ri ; r 0i;j /

m
� 100% (12.2)

where ri is the nominal response of a challenge C to a PUF; r 0i;j is the j th
sample of ri for that same challenge and same PUF instance; and m is the
number of bits per response. Ideally, dintra.C / D 0 which corresponds to no
changes in response for challenge C (i.e. perfect reliability).

iii. Unpredictability: Since PUFs can be used to generate IDs, PUF responses
should be unpredictable/random in order to ensure that the secret remains safe
from machine-learning attacks. Several measures of unpredictability have been
utilized in the literature. One ad-hoc approach is to determine how well machine
learning attacks can be used to model PUF CRPs [17]. More formal metrics such
as min-entropy [19] and bit-aliasing [18] measure randomness in the signatures.
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12.2.4 PUF Applications in Hardware Security

Silicon PUFs and their associated signatures are convenient for IC identification
and authentication. After manufacturing an IC, the vendor can record the challenge-
response pairs (CRPs) of its PUF in an enrollment phase. After deployment, a
device’s identity can be verified at any time by the vendor by applying any challenge
from the enrollment phase to the PUF. Since each PUF provides a unique response
and the response can only be measured if one has the physical device, the identity
of the device is verified as authentic when the response returned is the same as the
response recorded during the enrollment phase. To avoid replay (eavesdropping)
attacks, the selected challenge should only be used once to identify the device [10].
PUFs are also used in active metering schemes (see Chap. 11) to combat theft,
cloning, and overproduction of ICs.

12.2.5 Challenges and Limitations

i. Reliability: Reliability is a major concern for most implementations of PUFs
today. The response of a PUF must be constant for a given challenge over
a wide range of environmental variations, ambient noise, and aging. For
RO-PUF, an applied challenge selects a pair from a group of ROs, and the
frequency of that pair is compared to generate a one-bit response. Due to
the environmental variations and aging impacts, the extent of degradation is
different in different ROs.

Figure 12.5 illustrates how the reliability of a RO-PUF is affected by envi-
ronmental variations and aging. In a RO-PUF, one can compare the frequency
of ROs of a pair selected by given challenge. Let us now consider two ROs,
RO1 and RO2 from Fig. 12.2, to generate a single bit of the response. The pair
will always generate a reliable bit if the frequency of the RO1 is always higher
than the frequency of RO2, regardless of environmental variations and aging.

a b

Fig. 12.5 Reliability issue of RO-PUF. (a) Stable pair. (b) Unstable pair
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This pair is known as a stable pair which is shown in Fig. 12.5a. Figure 12.5b
shows how a bit could flip beyond a certain operating condition or after a
certain amount of aging of the device. At time 0, RO1 is faster than RO2
and the response bit is 1. However, after a device reaches a certain age, RO1
becomes slower than the RO2. This causes the response to be 0 instead of 1 and
is called a bit-flip. As temporal variations (changes in voltage supply, changes
in temperature, aging) are known to impact the performance, similar reliability
issues have been observed in other PUFs such as Arbiter PUF [20] and SRAM
PUF [21].

ii. Component Type: Today, a large portion of the supply chain is populated by
active and obsolete components. The active components are manufactured with
previously fixed designs. The obsolete components are no longer manufactured
as the OCMs may no longer exist or may have adopted a newer design. There is
no opportunity for adding any extra hardware to create a die ID in those designs.
In addition, a majority of components in the supply chain belong to small analog
and mixed signal categories. In such cases, adding extra hardware for the PUF
to the die may not be feasible as it will significantly increase die area.

iii. Implementation Cost: This is the area required on the die to implement a
counterfeit avoidance measure. For a RO-PUF, to generate a n-bit response
we require at least .n C 1/ ROs [22]. However, the actual number of ROs are
much higher than this [11]. This is also true for the ARO-PUF. In addition, two
counters and one comparator are required to implement a RO-PUF. We require
n multiplexers and one latch to implement an arbiter PUF to generate n-bit
response. The area for either RO-PUF or arbiter PUF is significant for small
digital ICs. SRAM-PUF is limited to only those ICs with SRAM. In addition,
error correction circuitry (ECC decoder and encoder) is also required for all the
PUFs to produce error-free PUF-response.

iv. Maintenance Cost: The cost of implementing a PUF would entail storing and
maintaining the challenge-response pairs in a secure database, in addition to its
area overhead as described earlier. The RO-PUF and ARO-PUF require at least
n � log2.n C 1/ bits of challenge to produce n-bit response. Here, log2.n C 1/

represents the selection bits for the multiplexers. The arbiter-PUF requires n�k

bits of challenge to produce n-bit response, where k is the number of switch
blocks. In addition, we need to store multiple challenges in the database to avoid
replay (eavesdropping) attacks and one challenge should only be used once to
identify the device [10]. Let us now start with an example where we generate a
128-bit ID and store 100 such IDs in a database for an IC. The number of ROs
needed is 129 for RO-PUF. We assume that there are 64 switch blocks in the
arbiter PUF. The space required to store such data is 100�128�log.129/ bits D
89:74 kBits for RO-PUFs and 100�128�64 bits D 819:2 kBits respectively.
This is fairly large when we want to store millions of IDs.



12.3 Package ID 253

12.3 Package ID

The above challenges and limitations lead us to search for alternate methods of
creating an ID. Package IDs do not require any modifications in the design or
its fabrication process. Hence, package ID may be an ideal solution since it is
applicable to active, obsolete, small, and mixed signal components. In the following,
we will briefly describe all possible technologies to create a unique package ID.

12.3.1 Encrypted QR Codes

The quick response (QR) code [23, 24], a 2D matrix barcode, is an optical label
widely used for product tracking, product identification, and many other document
management purposes. The advantage of a QR code is that it can be scanned
regardless of scanning direction using a simple hand held device, such as a
smartphone [25].

Figure 12.6a shows the structure of a QR code. The QR code is an image
consisting of black squares known as modules placed on a white background where
each module represents some information about the input text. As the number of

Version information
a

b

Format information
Data and error-correction area

Position detection pattern

Alignment pattern

Timing pattern

Quiet zone

Version 40

Version 1 Version 2
177

modules
25

modules

25 modules21 modules

21
modules

177 modules

Fig. 12.6 QR code [26]. (a) QR code symbol. (b) QR Code versions
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characters stored in the QR code increases, the size of the modules decreases (see
Fig. 12.6b) and it becomes difficult for a smartphone to read the QR code properly
due to the limited resolution of the camera. There are 40 different versions of QR
codes available today, depending on the size of the symbol.

The authors in [27] proposed an authentication method using photon-counting
encryption implemented with phase encoded QR codes. The marking on the package
of an IC is converted to an optically encoded QR code. The encryption of the QR
code image is performed using the full phase double-random-phase encryption with
photon-counting [28] to prevent the copying of the information by the counterfeiter.
An iterative compression technique based on Huffman coding [29] is then used to
compress the photon counting encrypted image to reduce the size of the QR code.
Note that the lower version of QR code can easily be scanned by any commercially
available smartphones.

The authentication can be easily performed by scanning the QR code with a
commercially available smartphone. The encrypted, scanned data is decompressed
and then decrypted. Image recognition algorithms such as nonlinear correlation
filters can be used to verify the decrypted image against the primary image for
authentication.

12.3.2 DNA Markings

Deoxyribonucleic acid (DNA) provides a unique identification where botanical
DNA taggants are applied on the package. This essentially tags the electronic
components to trace them throughout the component supply chain. Plant DNA is
scrambled to create new and unique genetic sequences, and these sequences of
DNA are integrated with inks. These inks are then applied on the packages of the
IC at the end of the packaging process. Figure 12.7 shows the DNA extraction and
application process by the Signaturer DNA program of Applied DNA Sciences
(ADNAS) [30]. Recently, the DOD mandated [31] that DNA marking be placed on
the components in order to track them throughout the supply chain.

DNA marking provides unique protection against copying of the ID created by
the DNA taggants. Unlike other marking techniques, the marks created by the DNA
cannot be simulated, copied and/or reproduced. Any attempts to remove the DNA

Fig. 12.7 The creation and deployment of DNA taggants [30]
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Fig. 12.8 Safeguard against recycling process [32]. (a) Original DNA mark. (b) DNA marks
are removed by scrapping. (c) Blacktopping covers DNA marks with new material. (d) Reused
DNA marks

from the package by the recycling process, will damage the DNA mark. When
the DNA marks are applied to the package, it creates an ordered structure. During
the recycling process which involves sandblasting and blacktopping/resurfacing, the
ordered DNA pair is either damaged or covered by new material. The counterfeiter
would not be able to reuse the DNA collected from the component since it is already
damaged. Figure 12.8b–d show all these scenarios.

The counterfeit prevention authentication (CPA) program by ADNAS, is
designed to track authentic components throughout the supply chain. Red authentic
mark is used by the OCMs while green and yellow marks are used by the legally
authorized distributors and distributors. Figure 12.9 shows the CPA program. Once
the components are received, the authentication includes checking whether the ink
fluoresces under UV light, and then, sending a sample of the swab ink to a ADNAS
forensic laboratory to verify that the DNA is in the database of valid sequences [33].
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Fig. 12.9 The counterfeit prevention program by ADNAS [33]

12.3.3 Nanorods

IBM researchers introduced gold nanorods on a surface using a simple printing
process [34]. In this technique, a microscopic pattern is created by growing an
array of nanospheres into nanorods that are less than 100nm long. Each time the
process is repeated, the same pattern is created, but the exact angle and length of
each individual nanorod varies, so that each set of nanorods is distinct. After the
array of nanorods is grown, it is applied to a chip using a specialized printer. A chip
with gold nanorods on its surface can be authenticated by comparing the overall
pattern and visual properties of each nanorod to a database.

Along with nanorods, IBM researchers also created different patterns using red,
green and blue fluorescent spheres [35]. Figure 12.10 illustrates a fluorescence
microscope image (channel overlay), which consists of 1-�m diameter fluorescent
polystyrene spheres assembled in a corner array. Here, the color of the sphere is not
predictable even though the position of single particles is known. It is impossible to
reproduce the same colored arrays as the number of possible color combinations is
considerably large.

12.3.4 Capacitive (Coating) Physical Unclonable Functions

Capacitive (coating) PUF, introduced in [36], can potentially be a suitable candidate
for creating a package ID. In coating PUF, the IDs can be generated from
the capacitance measurements of an array of metal sensors directly beneath the
passivation layer and a coating on top of the passivation layer containing many
randomly distributed particles with different dielectric constants.

Figure 12.11 shows the structure of a coating PUF as proposed in [36]. A network
of metal wires is laid out in a comb shape just beneath the passivation layer of an IC.
The space between and above the comb structure is filled with a coating consisting
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Fig. 12.10 Fluorescence microscope image of 1-�m diameter fluorescent polystyrene
spheres [35]

Fig. 12.11 Structure of a coating PUF [36]

of aluminophosphate. The coating is doped with random dielectric particles with
different sizes and shapes and have a different dielectric constant than the coating
matrix. Note that in contrast to the PUFs discussed in Sect. 12.2.1, the coating PUF
is not implemented in the silicon die. Hence, we do not consider it as a die ID.

As discussed in Sect. 12.2.1, there are two steps for using PUFs for IC
authentication: enrollment and verification. In enrollment, a finite number of input
combinations (challenges) are chosen randomly and the corresponding output
(responses) of the PUF are collected and stored in a database. During verification,
one or more previously enrolled challenges are applied to the PUF and the responses
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corresponding to those challenges are compared with the stored responses. If the
responses match those corresponding to the device under authentication within a
certain threshold, then the device is considered authentic.

In this coating PUF, a challenge corresponds to a voltage of a certain frequency
and amplitude applied to the two terminals of the matrix. The capacitance at various
location varies due to the random density of dielectric particles. The capacitance
values at different locations are converted into a bit string that can be used as a
unique die ID. It is reported that this structure can reliably produce an ID with
length in the order of 100 bits/mm2.

12.3.5 Challenges and Limitations

There are several challenges associated with the existing package ID generation
techniques. Table 12.1 presents a comparison of all the different technologies in
terms of the requirements of package IDs discussed in Sect. 12.1. We have assigned
a score of high, medium, or low depending on effectiveness.

Reliability is a major issue that must be overcome for many of these techniques.
The reliability of QR codes on the package of a component has not been verified nor
has the technique been accepted by the semiconductor industry. This is also true for
nanorods and coating PUFs. The authors claim that the DNA marks are stable up to
250ıC, stable under UV ray, X-Ray, and Y-Ray, and also pass the solvent test [32].

Due to the optical encryption used while applying QR code [27] on the package
of a component, the package ID represented should be unique and unclonable. The
uniqueness for the coating PUF and nanorods should be high as well. For DNA
markings, a cursory authentication includes checking whether the DNA mark is
present under the UV light. This could easily be circumvented by the counterfeiters
because one only needs to mimic the material of the marker to produce the same
colored light [37]. The detailed validation of the DNA requires a forensic lab and is
fairly time consuming. Thus, it can only be performed on a sampling basis.

Manufacturability is another major problem that needs to be overcome in the
near future. Today, none of the above four technologies can be implemented at
the high volume required to support the entire semiconductor industry. The cost
of producing markings is not verified for most of these technologies. According
to SIA [37], the implementation for the DNA markers will greatly increase the
overall manufacturing costs as it requires the modification of long-standing stable
manufacturing flows. The same report also mentioned that DNA marking has not
been subjected to the standard reliability qualification and failure prevention tests
that are currently in practice for the semiconductor industry. From a usability
perspective, QR codes provide better and easier authentication through the use of
widely available smartphones.
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12.4 Limitations of Chip IDs for Different
Counterfeit Types

Package and die IDs suffer from several limitations and challenges. Most notably,
the unclonable nature of IDs provide protection against some counterfeit types, but
not all of them. In the following, we will describe the detection and avoidance of
different counterfeit types by using die and package IDs and highlight the possible
challenges with using IDs for each counterfeit type,

i. Recycled: Die IDs cannot be used to detect recycled ICs, but package IDs
are useful. The recycled ICs will be detected when the counterfeiter removes
the old marking on the package by sandblasting or other process and then
resurfaces and remarks the package with new markings. As the markings are
unclonable, the counterfeiter cannot reproduce the same ID. However, recycled
ICs cannot be detected if the counterfeiters skip the steps for the removal of old
markings.

ii. Remarked: As long as grade, manufacturer, etc. are linked to certain IDs, many
of the unclonable IDs could detect remarking. In the case of package IDs, they
are also impossible to recover once the marking is removed. Hence, remarked
ICs can definitely be detected through package IDs.

iii. Overproduced: The detection of overproduced ICs are possible as the IDs for
the overproduced ICs are not registered in OCM’s database. Essentially, the
untrusted foundries can still sell these ICs without the knowledge of the design
houses.

iv. Defective/Out-of-Spec: These ICs cannot be authenticated by checking the IDs
as they may all hold valid IDs.

v. Cloned: The unclonable nature of IDs provide protection against cloning.
However, similar to overproduction, ICs fabricated with a cloned design can
still be sold without the knowledge of the design house.

vi. Forged Documentation: These ICs can easily be detected as there will be a
mismatch of information between the documents received and the IDs.

vii. Tampered: IDs cannot detect tampered ICs when tampering is performed at the
die level, i.e., before packaging of ICs as all these tampered ICs could have
valid IDs.

In summary, we conclude that remarked, and forged documentation counterfeit
ICs will definitely be detected by implementing unclonable IDs. Some portions of
recycled, cloned, and overproduced ICs will also be detected. However, it is certain
that one cannot detect defective/out-of-spec and tampered ICs by using chip IDs.
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12.5 Summary

In this chapter, we presented chip IDs as a technique to track and trace components
as they move through the component supply chain. Traceability has become
particularly important as ICs are now manufactured and assembled all across the
world, leading to concerns regarding the authenticity of the components as well as
the manufacturers themselves.

Die IDs are popular for large digital ICs and are resistant to various attacks when
PUFs are used to produce the IDs. We have introduced four different types of PUFs
to generate unclonable IDs. Arbiter PUF was the first PUF proposed to generate an
unclonable ID. However, as we mentioned earlier, there are several limitations to
designing a robust arbiter PUF. To generate a correct ID, it is necessary to satisfy
the setup time and hold time requirements of the D-latch, and both paths for each
stage in the arbiter PUF must be perfectly symmetric. It has also been shown that
after observing a number of CRPs, simple machine-learning techniques can be used
to predict PUF responses, which allow attackers to determine an ID without being
in possession of an IC. The RO-PUF generates IDs while solving the limitations
of the arbiter PUF. Reliability is a major challenge for RO-PUFs as the bits in the
ID change over time due to aging. ARO-PUF was proposed to design a reliable
RO-PUF and solve this issue. However, the area overhead for both RO-PUF and
ARO-PUF still remains a major issue that must be addressed in the near future.
SRAM-PUFs generate IDs based on the random settling behavior of a group of
SRAM cells when a challenge selects those cells. In the SRAM PUF as well as all
the other PUF architectures that have been suggested, generation of a stable PUF
response still remains a major challenge. Reliability issues aside, existing PUFs
are limited to large digital ICs and thus inapplicable to analog, small discrete, etc.
components in the supply chain. In addition, all the PUFs require a large secure
storage to record the challenges to produce unique IDs during IC authentication.
Maintaining such large databases and giving public access through a network still
remain as one of the major bottlenecks in PUF implementation.

Package IDs can be marked onto any type of components, regardless of whether
they are new, active or obsolete, small, medium or large, or analog, digital or mixed-
signal. They contain information such as date and lot code, manufacturer ID, country
of origin and ID numbers to identify each component uniquely. We also pointed
out the key features required in package IDs, such as uniqueness, unclonability,
reliability, cost-effectiveness, and others. Four unique techniques for producing
package IDs were introduced. Encrypted QR codes, which can be implemented
by using 2D matrix barcodes, seem to be a promising candidate for creating a
unique package ID, but require some additional testing with regards to reliability,
manufacturability, and cost, and are yet to be implemented widely by the industry.
DNA sequences extracted from plants can also be used to stamp a unique ID on
IC packages, which become distorted on any attempt to tamper (possibly during
recycling and remarking) and render the DNA-marked IC as suspect. Nanorods were
also introduced where microscopic patterns, each with unique size and orientations
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of nanorods, are printed onto the packaging or die of an IC. Finally, coating
PUFs were suggested for producing package ID on a die by utilizing the unique
capacitance measurements at various locations in an IC coated with a doped
aluminophosphate layer.

Finally, die and package IDs alone cannot provide enough protection against all
counterfeit types. Defective/out-of-spec counterfeit components cannot be detected
by chip IDs, as these components could possess a valid ID. Further, if recycled ICs
preserve their chip IDs, they cannot be identified as counterfeit if they re-enter the
supply chain.
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